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Abstract

We present a search for the Standard Model (SM) Higgs boscayide to two pho-
tons using the 9.6 fb' of pp collisions at,/s = 1.96 TeV collected by the DO detec-
tor at the Tevatron from July 2002 to September 2011. The clati@sponds to the
complete data-set in the Runll period of the Tevatron. Thesis employs a multivari-
ate technique, boosted decision trees, to optimize theichs@ation of signal from
background. No significant excess of data above theoratiealiction is observed,
so limits on the ratio of the production cross section tinfestiranching ratio to the
SM value are set at 95% confidence level as a function of hypiotd Higgs boson
mass. The expected and observed limits on this ratio arer®l12.8 respectively at
125 GeV. We also interpret the data in the fermiophobic Higgslel. The result has
reached a sensitivity of 114 GeV, and we set a lower limit @nfédrmiophobic Higgs

mass oMy, > 113 GeV.
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Chapter 1

Introduction

It is human nature to be curious about the fundamental compo®f the universe, matter, and
even ourselves-human beings. Particle physics tries tshgsé#his curiosity by exploring what the
fundamental particles are and explaining how they intenaitt one another.

Since the late 1970’s, the Standard Model (SM) became theecsione theory to describe
elementary particles and their interactions. The elenmgmtarticles include three generations of
guarks and leptons, and the mediators of the interactiblesgauge bosons. The interactions are
based on the symmetry gro®(3)c x SU(2). x U (1)y, whereSU(3)¢ is the QCD gauge theory
[1] to explain interactions between quarks, &id(2),_ x U (1)y is the Glashow-Weinberg-Salam
electroweak theory [2] to explain electromagnetic and wieddractions of quarks and leptons.
The last decades have witnessed the success of the Standded tirough the prediction and
discovery of thaV* andZ weak bosons, charm, bottom and top quarks, and numerouisiprec
measurements that are consistent with SM predictions.

One of the most profound insights that the SM provides is tiggroof mass of the fundamen-
tal particles. In the mid 1960’s, the mechanism of spontasesectroweak symmetry breaking
(EWSB) was proposed by Higgs, Brout, Englert, Guralnik, Haged Kibble [3] to generate the
three weak boson(* andZ) masses. This led to the prediction of the existence of a ineass

particle-the Higgs boson. Great efforts have been takemaoch for this particle at the CERN



ete  Collider (LEP), the Tevatron and the LHC over the decades tamthprove the constraints
on the Higgs boson madgly.

Direct searches at LEP [4] set a lower limitldfy > 114.4 GeV at 95% confidence level (CL);
indirect constraints from precision electroweak obseles[b] set an upper limit dfly <152 GeV
at 95% CL. The direct and indirect constraints are shown inifed.1.

The search for the SM Higgs boson did not have a major breakjtr until the summer of
2012. The combination of searches at the Tevatron [6] exdulle mass ranges of 160My <
103 GeV and 14& My < 180 GeV, and observed an excess with a maximum local signdea
of 3.1 standard deviations (s.d.)Mf = 125 GeV from th&/H(H — bB) searches [7], see Figure
1.2; more strikingly, the ATLAS and CMS Collaborations at theQ@ observed significant excesses
of events in data dfly ~ 125 GeV with local significances of 5.9 s.d. (see Figure 1n8)&0 s.d.
(see Figure 1.4) respectively [8, 9].

TheH — yyandH — ZZ* decays play significant roles in the above combined seaatittes
LHC, as shown in Figure 1.5. In particuldd, — yyis sensitive to new physics beyond the SM
because of the loop-mediated production mgde—~ H and decay model — yy. For instance,
alternative models of electroweak symmetry breaking [1&Y) suppress the coupling of Higgs
bosons to fermions, in which a so-called benchmark fermobphHiggs boson has no tree-level
couplings to fermions at all. This results in a greatly erdehdiphoton branching raticZ(H —
yYy). Interestingly, the best-fit cross sections to the excess ir yy decays at the LHC showed
a deviation of about 1.5 s.d. from the theory prediction (ifgyl.6), even though a more detailed
global fit shows no significant deviations [11]. Thus, analgzmore data can be beneficial to a
more definitive conclusion.

In this chapter, we first present a brief review of the Stadddodel, followed by the Higgs
mechanism, and then the production and decay modes of tlgs Hmson, and finally the fermio-

phobic model.
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Figure 1.1:(a) The indirect and direct constraints on the Higgs boson mass arenshidwdashed and
solid 68% CL contour. (b) This figure “shows tidg? curve derived from high@? precision electroweak
measurements, performed at LEP and by SLD, CDF, and DO, as a funttimHiggs-boson mass, assum-
ing the Standard Model to be the correct theory of nature. The peefelue for its mass, corresponding
to the minimum of the curve, is at 94 GeV, with an experimental uncertainty ofafi2o-24 GeV (at 68
percent confidence level derived fraliy? = 1 for the black line, thus not taking the theoretical uncertainty
shown as the blue band into account). The precision electroweak messusetell us that the mass of the
Standard-Model Higgs boson is lower than about 152 GeV (one-siflgge&ent confidence level upper
limit derived fromAx? = 2.7 for the blue band, thus including both the experimental and the thebretica
uncertainty). This limit increases to 171 GeV when including the LEP-2 dgeatch limit of 114 GeV
shown in yellow.” [5] 3
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1.1 Standard Model

In general, there are two groups of particles: bosons amiiéers. Bosons are the integer-spin par-
ticles that are characterized by Bose-Einstein statisiesmions are the half-integer spin particles
that are described by Fermi-Dirac statistics and followRlaelli exclusion principle.

For the elementary particles in the Standard Model, the ifsmmconsists of 6 quarks and 6
leptons. The six quarks are named as uip down @), charm €), strange §), top ¢) and bottom
(b). The six leptons are the electrog),(muon ), tau (r), electron neutrinoyg), muon neutrino
(vu) and tau neutrinoy;). The quarks and leptons are grouped into 3 generations matss
increasing with each generation, as shown in Figure 1.7. [Quarks have fractional electric
charge. For instance, the up-type quarks have an electigelof +2/3 and the down-type quarks
possess charge of -1/3. Besides the electric charge, qats@iscarry color charge: red, green
and blue. In the SM, each elementary particle has a coumtevpase electric charge is opposite;
it is called an anti-particle. So taking into account argrtcle and color charge, there are 36
quarks and 12 leptons. Quarks are not allowed to exist alotieei SM due to color confinement.
But multiple quarks can constitute a particle, called a badiA hadron is called a meson if it is
comprised of a quark and an anti-quark. If a hadron is made three quarks (anti-quarks), it is
called a baryon (anti-baryon).

Quarks and leptons are fundamental particles to constrattem Their interactions are medi-
ated by the four bosons: gluon, photdvi,andZ boson. The strong interaction between quarks is
mediated by gluons. The photdw, andZ boson are the “force carriers” in electroweak interac-
tions.

The strong and electroweak interactions can be describatidbsM Lagrangian. This La-
grangian keeps local gauge symmeieyjs invariant under locabU(3)c x SU(2). x U (1)y gauge
transformations for fermions and gauge bosons. Howewveifeiitmion field and gauge field in this
Lagrangian are massless. The mass term cannot be addeditwitblating SU(2) x U (1) gauge
symmetry, which is the most important and fundamental cphitethe SM. A solution was pro-

posed in the mid 1960's to solve this problem. This solut®the Higgs-Brout-Englert-Guralnik-

9



Hagen-Kibble mechanism of spontaneous symmetry brea&ikg the Higgs mechanism.

Three generations
of matter (fermions)
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Figure 1.7:The elementary particles of the Standard Model [12].

1.2 Higgs Mechanism

The Higgs mechanism introduces a complex doublet scaldrgiel

- (20 (5)

This is the simplest choice to keep the Lagrangian to be gawgeiant and also generate the

(1.1)

masses of the three gauge bosais (and Z boson) because at least three degrees of freedom are

required. The Lagrangian of the scalar field is given by

Z = (DH)" (D) —V(9), (1.2)
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whereV (@) is the potential

V(@) = 12 o+ A (9" g)2. (1.3)

The sign ofu? andA determine the shape of this potentidlp). A can only be positive to make
sure the potential has a lower bound. Whehis positive, the scalar fielgp has a zero vacuum
expectation valuevey) at the potential minimum.The first termu2¢’ @ in the Lagrangian is the
mass term and it simply represents a particle with a magg ofVhenp? is negative, the potential
has a “sombrero” shape as shown in Figure 1.8 [13]. It is wodting that the ground state or

vaccum expectation valugdy) is not at zero now but atwith a value given by 0|¢|0 >

vev=< 0/¢|0 >= ( 8 ), (1.4)
V2
_
V= T (1.5)

Figure 1.8:The potential of the scalar fielgin the case of1? < 0,A > 0 [13].
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Now @ can be written as an expansion around Vleg after removing the phase by a gauge

Q= (&) (1.6)
V2

After substitution ofg into the Lagrangian and collecting bilinear terms (masmgrafter

transformation.

redefining the gauge fields, the masses of the gauge bosdmgdingcthe Higgs boson are given by

M = v (1.7)
1

Mz = év\/ g%+g%7 (18)

Ma = O, (1.9)

My = V2AV2. (1.10)

whereg, » are gauge coupling constants.

The vacuum expectation valwecan be determined from measurements ofhandZ mass
but this can only constrain one of the two parameters in tipgession for the mass of the Higgs
boson, which leads to the Higgs mass being a free parametez fBtandard Model.

However, the Higgs mass can be constrained from the measuateshtheW and top mass
because the Higgs boson couples to Wieand top quark through loop diagrams. In the past
decades, the electroweak precision measurements haveaioed the Higgs mass. The goodness

of the fit provides an indirect indication of the most prolehHliggs mass as shown in Figure 1.1.

1.3 Higgs Boson Production and Decay Modes

At hadron colliders such as the Tevatron, the dominant prtoln mechanisms for a light SM
Higgs boson are gluon fusion (GFYd — H), associated production withVal or Z boson ¢q —
VH,V =W,Z), and vector boson fusion (VBFVY¥ — H). Since the LHC is a proton-proton

collider operating at a higher energy’$ = 7(8) TeV), besides the three production mechanisms

12



enumerated above, the associated production with a tof gaér (g — ttH) can have a sizeable
contribution. The Feynman diagrams of the four productigtpsses are shown in Figure 1.9 [14]

and the production cross sections are shown in Figure 13]0 [1

(b)

9, 93
0

WB- oo
95 Qs

(d)

oyoboBody
HU
t __________
naoaneeeael o
g 1

Figure 1.9:Feynman diagrams of (a) gluon fusion, (b) vector boson fusion, éx)cated production with
a weak boson and (d) associated production with a top quark pair [14].

Figure 1.11 [16] shows the decay modes and branching ragiasanction of the Higgs mass.
At the Tevatron the most sensitive SM Higgs boson searclesmngheVH(H — bt_)) process for
My < 125 GeV. While at the LHC, thel — yydecay mode becomes one of the most promising
discovery channels at loMy (< 140 GeV), although the branching ratio 2f(H — yy) is rel-
atively small & 0.2%). Since the Higgs boson does not couple to massless ghot@ctly, the
Feynman diagram for the standard model Higgs boson decayto@ photon pair is through top

quark andV boson loops, as shown in Figure 1.12 [17].
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Figure 1.10:Higgs production cross sections at the Tevatrgfs £ 1.96 TeV) and LHC (/s= 7 TeV)
[15].
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Figure 1.11:SM Higgs boson decay modes and branching ratios [16].

Figure 1.12:Feynman diagrams of the SM Higgs boson decaying into a photon pair thtopigjuark and
W boson loops [17].
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1.4 Fermiophobic model

As discussed in the previous sections, the search for the fgisHboson in thél — yychannel at
the Tevatron is difficult due to the fairly small branchingioa However, the loop mediated decay
through top quarks and weak bosons are sensitive to newgshyisi some models, as extensions
to the standard model [18, 19, 20, 21, 22], the Higgs bosoaydeeg into a photon pair can be
enhanced through suppressing the coupling to fermions. gféatly enhanced branching ratio
provides sensitivity to direct searches for the so-calégchiophobicHiggs boson in the diphoton
channel at the Tevatron [10, 23]. Particularly in Ref. [18fee scenarios suppressing the coupling
of a Higgs boson to fermions are considered: (i) all fermiaresnot coupled to the Higgs boson;
(i) only down-type fermions are not coupled; (iii) only tgmd bottom quarks are not coupled to
the Higgs boson. The resultingy branching ratios are all larger than those in the SM, which is

shown in Figure 1.13 [24].
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Figure 1.13:Branching ratios for the SM Higgs boson and the three scenarios in Ref. gy is the
standard model Higgs bosoH,, is a Higgs boson with Yukawa couplings only with up-type fermidag,
is a Higgs boson that couples to all particles except the top and bottom. dtideka Higgs boson with no
tree-level coupling to fermions [24].

Among the various fermionic coupling suppression modeéscansider the benchmark fermio-

phobic Higgs bosonthat assumes zero tree-level couplings to all fermions)enthie coupling

LA benchmark fermiophobic Higgs boson is called a fermioptibtiggs boson in the following text.
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strengths to bosons are retained. Thus the production mechdhrough gluon fusion in Figure

1.9 (a)(d) and the decay mode in Figure 1.12 (c) are forbidden

This Higgs boson is théls in Figure 1.13. Table 1.1 [25] lists the cross sections ard th

branching ratios.

mass (GeV) ggH(NNLO) | WH(NNLO) | ZH(NNLO) | VBF(NLO) | #(SM) | #(fermiophobic)
100 1.82 0.281 0.163 0.100 0.00159 0.185
105 1.58 0.239 0.140 0.0924 | 0.00178 0.104
110 1.39 0.204 0.120 0.0852 | 0.00197 0.0603
115 1.22 0.175 0.104 0.0787 | 0.00213 0.0366
120 1.07 0.150 0.0902 0.0727 | 0.00225 0.0233
125 0.949 0.130 0.0785 0.0672 | 0.00230 0.0156
130 0.843 0.112 0.0685 0.0622 | 0.00226 0.0107
135 0.751 0.0972 0.060 0.0576 | 0.00214 0.00759
140 0.671 0.0846 0.0527 0.0533 | 0.00194 0.00544
145 0.601 0.0737 0.0463 0.0494 | 0.00168 0.00390
150 0.539 0.0644 0.0408 0.0458 | 0.00137 0.00273

Table 1.1: Cross sections (pb) and branching ratios in threlata model and fermiophobic model

for the signal samples [25].

Searches for the fermiophobic Higgs boson have been pesfbahthe CERMN"e~ Collider

(LEP) [26, 27, 28, 29] and the combined result [30] from therfexperiments at LEP excluded a

fermiophobic Higgs boson with a mass below 109.7 GeV at 95#fidence level. Searches have

been done at the Tevatron by CDF [31, 32, 33] and D@ [34, 35a86] at the LHC by ATLAS [37]

and CMS [38]. The most restrictive mass range for the fernatyahHiggs boson comes from the

combination oH — yy, H - W*W~ andH — ZZ searches by CMS, excluding 130My, < 194

GeV.
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Chapter 2

Accelerator and Detector

The data used in this study are collected with the D@ detedtibre Tevatron. The Tevatron is part
of the Fermi National Accelerator Laboratory located in &4d, Illinois, USA. The accelerator
system generates proton and anti-proton beams and cothées at a center of mass energy of
v/S=1.96 TeV. Before the LHC started smooth running on March 30th024,/s= 7 TeV, it was
the hadron collider with the highest energy in the world [83). In this Chapter, we first sketch the
production process of the proton and anti-proton beams atic@e2.1 on the accelerator system

and then detail how patrticles are detected after collisior&ection 2.2 on the D@ detector.

2.1 Accelerator System

The accelerator system is mainly composed of four partsrmdef function: the proton source,
Main Injector, antiproton source, and Tevatron. The whgktesm is shown in Figure 2.1 [41].

The proton source system includes the Pre-acceleratan¢®yehe Linear Accelerator (Linac)
and the Booster. The linac is a Cockcroft-Walton accelertiatr provides a source of negatively
charged hydrogen ions (H. The H™ gas gains an energy of 750 keV through a column from the
charged dome (-750 kV) to the grounded wall. The linac furdezelerates the Hions from the
Preacc to an energy of 400 MeV through two sections: the lasvgyndrift tube Linac (DTL) and
the high energy side coupled cavity Linac (SCL). After theddnthe 400 MeV negative hydrogen
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Figure 2.1:Accelerator Overview [41].

ions move into a circular accelerator, the Booster. In thedder, H™ ions are stripped of their two
electrons by a thin carbon film and become protons. The psoéne then accelerated to 8 GeV
and prepared to pass into the Main Injector (Ml).

The MI is a synchrotron accelerator seven times the circtenfze of the Booster. It can
accelerate the proton beam from 8 GeV to either 120 GeV whismuged to generate anti-protons,
or to 150 GeV when preparing the proton beam for the Tevatron.

When the 120 GeV proton beam enters the antiproton sourcestt@hposed of the Debuncher
and Accumulator, it strikes a nickel target and producesmseary particles from which 8 GeV
anti-protons are collected and sent to the Debuncher. ID#t®incher, high momentum spread
anti-protons are captured and sent to the Accumulator toage.

The final stage of proton and anti-proton beam preparatippéas in the Tevatron. The Teva-
tron is the largest synchrotron accelerator at Fermilath witcircumference of 6.28 km. The
electric fields produced in a series of radio frequency @wprovide the energy to accelerate the

proton and anti-proton to the final energy of 980 GeV. The neéegmade from superconducting
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niobium/titanium alloy are kept ir-4 K liquid helium and are used to steer and focus the beams.

The proton and anti-proton beams are not continuous butpditérgo 36 individual bunches and

spread out in the ring accordingly. The interval betweemetx@o bunch crossings is 396 ns.
Collisions of proton and anti-proton bunches happen at tvaogd around the Tevatron ring

where the two detectors are placed: D@ and CDF.

2.2 D@ Detector

The D@ experiment was proposed in 1983 and its life can beledinto two major periods.
Between 1992 and 1996, the D@ detector was used to studyphighenomena ay/s= 1.8 TeV.
This period is called Run I. During the 1996-2001 periodnglavith the Tevatron upgrades [42],
the D@ detector was significantly upgraded. After upgradé48], it consists of a central tracking
system, a preshower system, a calorimeter system and a rgstams Then the D@ experiment
began the so-called Run II operation from March 2001 ungl final shut down in September
2011. The data we analyzed in this study is from the Runligokaind so the upgraded Runll DG
detector will be described in detail. Figure 2.2 shows theraew of the upgraded D@ detector

since 2001.

2.2.1 Coordinates, Kinematic Quantities and Units

Before further describing the D@ detector in detall, it i€@gsary to define the coordinates and a
few simple kinematic quantities.

A Cartesian coordinate system is used with its origin at theaer center. The-axis is along
the direction of the proton beam and thexis is upward. The-axis is then naturally defined by
the vector product of thg-axis andz-axis, pointing out of the Tevatron ring and parallel to the

horizon.

x>
Il
<>
X
N>

(2.1)

Thex—y plane, or the transverse plane, is of special importancausecthe kinematics along
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the z-axis cannot be reconstructed due to the beam pipe. For dgathp transverse momentum

pr is an important kinematic variable, defined in Equation 2.2.
pr =/ PE+ P5. (2.2)

It is also sometimes useful to convert the Cartesian cootaisgstem(x,y, z) into a spherical
coordinate systertr, 6, ¢). For instance, the rapidity, shown in Equation 2.3, is a boost parameter
and can be used to describe the direction of a particle velatithe beam line.

1 _E+p,

y:§|n<E—pz

), (2.3)

whereE is the energy of the particle ang is the momentum along theaxis.

When the energy is much larger than the mass, which is usuail§fied in high energy ex-
periments, the pseudorapidity!, is more convenient to use as an approximation of rapiditi |
defined in Equation 2.4

n= —In(tang). (2.4)

Now a particle’s 4-momentum vectfE, p) can be represented &5, pr,n, ).
The natural unit system with=c = 1 is used, where the mass, momentum and energy are in

electron-volts (eV), 1 e¥ 1.6 x 10712 Jin Sl units.

2.2.2 Central Tracking System

The central tracking system consists of the silicon micipgtacker (SMT) and the central fiber
tracker (CFT) surrounded by a 2T solenoidal magnet as shoWwigire 2.3, covering up tgy| <
1.7. The main functions of the tracker include: 1) locate thienpry interaction vertex with a
resolution of~ 35um; 2) provide high precision momentum measurement of chapgeticles in

the central region. It is necessary for studies of the toplqueectroweak physics, B physics and

IPhysicsn represents the particle position with respect to the pynirateraction vertex, often denoted Ashy. If
the origin is set to be the center of the detector, it is callet:ctom or denoted agget
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Figure 2.2:The upgraded D@ Detector [43].

searches for new phenomena and the Higgs boson.

Silicon Microstrip Tracker (SMT)

The SMT [44] is used for both tracking and vertexing over hegre full coverage of the calorime-
ter and muon systems. The large coverage is achieved byraotisy the geometry as in Figure
2.4.

There are six barrels in the central region, with four cotigersilicon readout layers for each
barrel. On each layer, there is an array of sensors calletktad When charged particles pass
through the silicon material, electron-hole pairs are piatl and signals are collected by sensors
via bias voltage. The first two layers have 12 ladders eachtanduter two layers have 24 ladders
each, for a total of 432 ladders. After the barrels are thesksd An F-disk has 12 double-sided
wedge detectors at highl.| In the most forward regions, two large-diameter disk$edaH-disks
are placed to help tracking of charged particles with large

Central Fiber Tracker (CFT)
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Figure 2.3:D@ Tracking System [43].

Surrounding the SMT is the Central Fiber Tracker (CFT) [45]. & sketch the geometry of the
CFT and then describe the working principle of how chargetiglas are detected with the CFT.

The CFT consists of scintillating fibers mounted on eight emicc support cylinders with
radii of 20-52 cm. The length of the innermost two and outercsiinders are 1.66 m and 2.52 m
respectively. The length difference allows the placemétit® SMT H-disks. The outer cylinders
cover up ton < 1.7. Each cylinder has a doublet layer of fibers with one layera{dayer)
oriented along the beam direction) @nd a second layer (stereo) at a stereo angle af +3°
(u) or =3 (v). From the center moving outward, the doublet layers aregulan the order of
Zu— zv— zu— zv— zu— zv— zu— zV. All scintillating fibers are connected to clear fiber wavielgs
that propagate the scintillation light to visible light gbo counters (VLPCSs).

The journey of a charged particle begins with interactiothwhe scintillating fibers. The

scintillating fibers are 83%m in diameter and 1.66 or 2.52 m in length. The scintillatirmefs
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(forward, high-n)

Figure 2.4:D@ Silicon Detector [43].

are assembled into ribbons consisting of two layers of 128dileach, as seen in Figure 2.5. The
curved ribbons are then installed on the support cylinddige scintillating fibers are made of
polystyrene (PS) doped with an organic fluorescent dye @agolaényl (pT), a wave-shifter dye 3-
hydroxyflavone (3HF) and two claddings. Photons at a waggheaf 340 nm are produced by the
interaction of charged particles with the PS and pT, and #imorbed by 3HF but re-emitted at
530 nm. The re-emitted photons from scintillating fibersgagate to clear fiber waveguides. The
clear fiber is structurally and chemically similar to therditiating fiber, but without fluorescent
dyes. The attenuation lengths are5 m for the scintillating fibers and- 8 m for clear fibers.
The length of the waveguides range from 7.8 m to 11.9 m. Figusellustrates the routing of
the waveguides. The other ends of waveguides point to VLPGsewine photons are converted
to electronic signals. VLPCs are impurity-band silicon avahe photodetectors that operate at 9
K. They provide rapid response, good quantum efficienrey$%), high gain (22000 to 65000),
low gain dispersion and the capability of functioning in glhbackground environment. 8 VLPCs
are mounted on a VLPC chip and 128 chips are installed on a Vt#%Sette. So each cassette
provides 1024 VLPC pixels, or channels, of light-sensitletector. There are, in total, 76800
channels in the CFT. The electronic signals from the VLPCs augified by the analog front-end
boards (AFEs) that are also mounted on the cassette bodyditica to amplifying the signals,
the AFEs also provide trigger discriminator signals, terapgre control, and bias-voltage control.
After the passage of scintillating light through all the fibéo VLPCs, the generated signals

are usually small- 6 photoelectrons (pe). In order to keep acceptable effigitardriggers while
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controlling noise rates, the individual channel thresbade set at around 1.0 pe. In order to test
the connectivity, monitor the stability of the VLPC readaund calibrate the response of VLPCs
channel-by-channel, fast Nichia blue-emitting LED pusare used to generate LED spectra as in

Figure 2.7

bi | l'la.iLH' ||"11|L RN iIIII|JI TR ™

Figure 2.5:A curved ribbon consisting of two layers of scintillating fibers [43].
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waveguide bundle =~

b

Figure 2.6:A cross section view of the routing of the clear fiber waveguides on thiha $ace of the central
cryostat [43].
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Figure 2.7:An example fit to the LED spectrum from an axial CFT fiber. The solid histogis the data;
the smooth curve is the fit [43].

2.2.3 Preshower System

The preshower system is a hybrid of a tracking system andagicadter. It not only enhances the
spatial matching between tracks and calorimeter showetsl&o can be used offline to correct the
electromagnetic energy measurement of the central andaadmeters for losses in the solenoid
and upstream material. Therefore, the preshower systemlp$uh for photon and electron iden-
tification. By location and structure, it consists of two stdmponents. The central preshower
detector (CPS) [46] covers the regiom| < 1.3 and the two forward preshower detectors (FPS)
[47] cover 15 < |n| < 2.5. Both the CPS and FPS are made from triangular strips ofikaiats,

as shown in Figure 2.8. Embedded at the center of each saigvasselength shifting (WLS) fiber
that collects and transfers the emitted light to the reatd-8imce the triangles are interleaved, there
is no dead space between strips. Most tracks traverse mameotte strip, allowing for strip-to-
strip interpolations and improving the position measunetnehich aids the vertex identification
for photons.

Central Preshower (CPS)

The CPS is comprised of three concentric cylindrical laydrgiangular scintillator strips. The

three layers of scintillator are arranged in an axial-geometry, with au stereo angle of 2374
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and av stereo angle of 2816 . Each layer has 1280 strips and is made from eight octant lesdu
The modules consist of two 1/32” stainless steel skins wighdcintillator strips sandwiched in

between.

“ |

™~

R=0.635mm / )

6.858mm Ref

a) CPS - FPS SCINTILLATOR GEOMETRY \
2 Layers of Mylar (0.025 x 2 = 0.050mm)

Figure 2.8:Cross section and geometrical layout of the CPS and FPS scintillator st8ips [4

Forward Preshower (FPS)

The two FPS detectors are mounted on the spherical heads ehthcalorimeter cryostats. Each
detector is made from two layers of two planes of scintilatops. The two layers are separated by
a 2 radiation lengthXp) thick lead-stainless-steel absorber, as shown in FigieThe upstream
layers are known as the minimum ionizing particle (MIP) lesye¢he downstream layers behind the
absorber are called the shower layers. Charged particlssgathrough the detector will register
minimum ionizing signals in the MIP layer, allowing measuent of the location (im, ¢ and

2) of the track. However, photons generally do not interachwhe MIP layer, but do produce a

shower signal in the shower layer.

2.2.4 Calorimeter

The energy of particles, either charged or neutral, are aredswith the calorimeter system, pri-
marily a uranium/liquid-argon sampling calorimeter sys{d8]. Since the momentum of a photon
cannot be determined with the central tracker, the caldemgystem is the most important indi-
vidual sub-detector for this study.

The whole system consists of a central calorimeter (CC) cogenj| < 1.1 and two (north and
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Figure 2.9:Completep-segment of a FPS module [43].

south) end calorimeters (EC) covering the forward regioh,<1|n| < 4.2. The calorimeters con-
tain an electromagnetic (EM) section followed outward by firadronic (FH) and coarse hadronic
(CH) sections. An isometric view of the system geometry issshim Figure 2.10 [49].

Each calorimeter is made from a number of cells. A typical stlicture is shown in Figure
2.11. It has a thin absorption plate made of almost pure tegbleranium for the EM sections,
or uranium niobium (2%) alloy for the FH sections. The CH s&udiuse relatively thick copper
(in CC) or stainless steel (in EC) plates. The gaps between tha@ion plates are filled with
liquid argon as the active medium. Liquid argon is abundamature and relatively cheap. It
does not trap charges and allows the ionization produceteatremagnetic or hadronic showers
to be collected by the signal boards without amplificatidmaldo provides the relative simplicity of
calibration, the flexibility provided in segmenting the @@meter into transverse and longitudinal
cells, good radiation hardness, and relatively low costgtemnel for readout electronics [50].
Particles traverse and ionize the liquid argon, generadimumber of liberated electrons. The
liberated electrons drift to the signal boards for readager a 2.0 kV potential. The electron drift
time across the 2.3 mm liquid argon gap is approximately 450rhe gap thickness was chosen to

be large enough to observe minimum ionizing particle sigiaald to avoid fabrication difficulties.
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Figure 2.10:D@ Uranium/Liquid-argon Calorimeter [49].

Resistive

Coat
Absorber Plates

lj P LAr Gaps 'j\GﬂJ/
Bl e Gl e e

O 7

. 1 M
v W v B
1K & el 7

|

Figure 2.11:Liquid argon gap and signal board unit cell for the calorimeter [43].

As shown in Figure 2.12, the readout cells form pseudo-pte towers with a size ahn x
Ap ~ 0.1x0.1. The EM section is segmented into 4 layers of 1.4, 2.0, 618, %A8X, thick-
ness. The third layer, where an electromagnetic showedlyseaches its maximum, is further
segmented twice into cells covering 0:08.05 in then x @ plane. In thep direction, the CC-EM
section has 32 modules. The detector responses are difigh@m particles are incident on the
modules and intermodule crack-crack). A region is calledp-fiducial in CC, if a EM cluster

position ing at the third layer is> 0.02 from the crack.
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Figure 2.12:D@ Uranium/Liquid-argon Calorimeter showing segmentation iand depth [43].

2.2.5 Muon System

Muons traverse further than electrons, photons and jetgy Hine detected by the muon system
located at the outer most part of the D@ detector. The upgrBd detector adds a brand-new for-
ward muon system in addition to the original central muorteaysand toroidal magnet, extending
muon detection fronmn| < 1.0 to|n| =~ 2.0.

The central muon system contains proportional drift tulb3Ts) in three layers (A, B and C).
Layers A and B have trigger scintillation counters. InsteBBDTSs, the new forward muon system
uses mini drift tubes (MDTSs), and also trigger scintillaticounters and beam pipe shielding.

The toroidal iron magnet generates a 1.8 T magnetic fielddrithe calorimeter, providing a

second measurement of the muon momentum in addition to titeat&acker.

2.2.6 Luminosity Monitor

The luminosity monitor (LM) serves to determine the lumiipst the D@ interaction region by
detecting inelastiqp collisions. It is placed in front of the end calorimeterszat +140 cm,
covering 27 < |n| < 4.4, as shown in Figure 2.13.
The luminosity.Z is determined from the average number of inelastic collisiper beam
crossing N_w) measured by the LM: B
~ fNum

87 , 2.5
o (2.5)
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Figure 2.13:A schematic view of the location of the LM detectors [43].

wheref is the beam frequency aral \y is the effective cross section that includes the acceptance
and efficiency of the LM detector [51].

It is important to remove beam halo backgrounds when cogrniiminteractions. It is done
by constraining the coordinate of the interaction vertex to b®| < 100 cm. z, is calculated by

Equation 2.6

2=t -t), (2.6)

wheret_. are the times-of-flight for particles hitting the LM placedial40 cm. Beam halo particles

usually havez,| ~ 140 cm, and so are usually eliminated by the requiremefz,p& 100 cm.

2.2.7 Trigger System

The Tevatron accelerator system provides bunch crossveyy 896 ns, which is 1/396: 2.5
MHz. To record every single event becomes unrealistic bexatidead time of the trigger system,
data recording rate and disk space. The D@ detector usesiggertsystem with three distinct
successive levels, called level 1 (L1) level 2 (L2) and I/@L3), to only select those interesting
physics events to be recorded. Each succeeding level egarfewer events but in greater detail
and more complexity. This is shown in Figure 2.14.

L1 examines every event for interesting properties in haréwFor example, the L1 calorime-
ter trigger (L1Cal) searches for energy deposition pattexteeding programmed limits on trans-
verse energy deposits; the central track trigger (LLCTT)m@ras track candidates to see if the

exceeds a preset threshold. After L1 selection, the triggeept rate is reduced to 2 kHz.
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Figure 2.14:A schematic view of the trigger system of the D@ detector [43].

The second stage, L2, collects data from the L1 trigger aysteform physics objects and test
for correlations in these physics objects across deteatpsgstems. The L2 trigger system further
selects events for L3 to process and decide, reducing tigetrrate from 2 kHz to 1 kHz.

Candidate events passing the L1 and L2 selection, come to iLthéodecision whether or
not to be recorded on tape. L3 is a fully programmable so#vagger system and it decides on
complete physics objects and their correlations. AddélynL3 performs a limited reconstruction
of events. The output rate of L3 is capped at around 300 Hzduorby data recording speed, media

costs and reconstruction capacities.
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Chapter 3

Object Reconstruction and Identification

When particles traverse the materials of the D@ detectointieeaction happens in different sub-
detectors, as shown in Figure 3.1 [52] (neutrinos usuallyabinteract with the materials at all
and are not detected directly). Moreover, the interactidih waterials, shower width and depth
for example, are different between photons, electrons atwd jin this Chapter, we describe the
methods and variables for particle reconstruction andtifieation relevant to this study, mainly

for photons since this is a study based on the di-photon fiated.s

Tracking Electromagnatic Hadronic Muon detector
calorimeter calorimatar

Phi
otens

Electrons,

Positrons
Mugns

Charged
hadrons

Meutral
hadrans

Neutrinoa

Innermost layer » Outermost layer

Figure 3.1:A schematic diagram of typical particle interaction locations in the D@ detec®jr [5
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3.1 Tracks

When a charged particle (with charggtraverses the detector in the uniform magnetic fi@y (

it results in a cluster of hits in adjacent SMT strips and CFErfgin the tracker. The connection
of these hits form a track showing the trajectory of the ckdrgarticle in the magnetic field. The
curvature p) of a track can be used to measure the transverse momeptyrof(a physics object
(electron for example), singg= q|B|/pr. In this study, tracks are used to reconstruct the primary
vertex and distinguish photons from electrons.

In reality, there are a lot of hits observed in the tracker anadumber of combinations for
possible tracks. D@ adopts two different track reconsiomcalgorithms to find tracks and then
remove duplicate tracks.

The first is the Histogramming Track Finder (HTF) [53] thatetenines track parameters by
finding the intersection of clusters of hits for possiblecks in the parameter space. The hit
positions in(x,y) coordinates are transformed into lines in tipe ¢) parameter space through the
Hough transfornt. Because clusters of hits belonging to the same track haveaine(p, @), the
intersection of lines represents the parameters of thé&.trahis is implemented for each cluster
of hits and form a 2D histogram. The peaks of the histogramessmt the parameters of the track
candidates. Then a 2D Kalman filter [54] is used to extractrdek parameters more accurately
through a fit and remove bad tracks from the candidate pool.

The second is called Alternative Algorithm (AA) [55]. It firsearches for a “track seed” that
consists of three SMT hits and the hits must satisfy severaditions. Then the track seed grows
outward through the remaining layers of the tracker, andiparates the hits within a small spatial
separation along the extrapolation using the Kalman filfdre algorithm stops if encountering

three consecutive misses.

1The Hough transform is a concept extensively used in imaglysis. A very simple case is to transform a straight
line in (x,y) space into a point in the parameter spacé), or polar coordinater = /X2 +y?, 6 = tan ().
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3.2 Primary Vertices

A vertex is a common point from which tracks originate. Itésonstructed from a fit to a group of
tracks consistent with originating from the same point. leaertex must have at least two tracks
with pt > 0.5 GeV associated with it and the tracks must have at least /D I8ts.

For a single bunch crossing, there can be multiple primanjioas close to multiplepp in-
teractions. These vertices form a vertex list. One of thenthenlist, denoted the hard scatter
vertex , should be from the hard scattering that producegltiysics objects with high transverse
momenta that we are interested in; the others are from safbipateractions, called minimum
bias (min-bias) vertices. Tracks from the hard scatterexeteénd to have highgrr. D@ uses this
fact to construct a probability to identify the hard scattertex in the list.

However, the default algorithm in D@ to identify the hard tseavertex from the vertex list
yields low efficiency to find the true hard scatter vertex im study of diphoton final states. In

Section 5.1 of Chapter 5, we will discuss the algorithmrerertexingdiphoton events in detail.

3.3 Photons

3.3.1 Photon Reconstruction

Photons, similar to electrons, develop showers and depnosigies in the cells of the EM section
of the calorimeter. A group of such cells is called an EM ausPhotons are, in the perspective
of detection, EM clusters that are reconstructed by a Sif@ee algorithm [56]. The cluster

energy is calculated as the sum of the energies in all the Ed/IFMhL cells in a cone of size

AR = /(An)2+ (Ap)2 = 0.2, centered on the tower with the highest fraction of the phenergy.

To be an EM cluster that looks like a photon/electron cartdidéae transverse energy of the
cluster should satisfigzr > 1.5 GeV, deposit most of its energy in the EM section of the ¢aleter,
be well isolatedetc In the following, we define and explain these variablesviatially.

EM fraction ( fgm)
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fewm Is the fraction of a cluster’s energy deposited in the EMisaatf the calorimeter with respect

to the total energy deposited in the EM and hadronic sections

Eem

feM= ——7,
Eem + Enad

(3.1)

whereEg v andEp g are the energy measured in the EM and hadronic sections chtbemeter
in a cone of radiuAR = 0.2, respectively.
Isolation (fisg)

fiso IS the isolation defined in Equation 3.2.

Eiot(AR < 0.4) — EEm(AR < 0.2)
Eem (AR < 0.2) ’

fiso -

(3.2)

whereE;qt (AR < 0.4) is the total energy in a cone of radidfk = 0.4 around the direction of the
cluster, summed over the entire cluster layers of the caletér andEgm(AR < 0.2) is the energy

in a cone ofAR = 0.2, summed over the cells of only the EM layers. Figure 3.XiHates the

calculation offigo.

0.4 Circle Center of Gravity
/o itial Cluster

0.2 Circle -

FH+CH

EisoTot = '

EisoCore = 1/ CPS

1S0 = H/ W, Lthe interaction point

Figure 3.2:A schematic view of the isolation definition [24].

EM

It is worthy to note that photons, as well as electrons, diéposst of their energies in the
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EM section of the calorimeter and they are well isolated ptsysbjects. Contrary to photons and
electrons, hadronic jets deposit most of their energy inhd@ronic section and are composed of
a number of particles resulting in poor isolation. Therefahe EM clusters found by the D@
reconstruction algorithm (EMReco) are required to hfvg > 0.9 andfis, < 0.15.

Shower width (sigphi

A shower shape variable for a CC photon (a photon in the cergédn with|n| < 1.1) is defined
using the width of the cluster in the— ¢ plane,sigphi It equals the energy weighted distance

between all fired EM3 cells and the centroid position, defineldw.

sigphi= Y log( EC‘:/'I'S) x (Arp)?
(3.3)

= leQ E;\a/:l —singew - Xcell‘i'COSq)EM ylcell) )

whereE!  is the energy of the cell Egms is the total energy in the EM3 layer, addl; is the

cel
transverse distance between ¢elhd the centroid position.

H-Matrix ( HMx7(8))

HMx7(8) is a variable based on g8j x 7(8) covariance matrix (M) of 7(8) longitudinal and
transverse shower variables. It is mainly used to discrat@relectrons from hadronic jets. But
since photons showers share similarities with electrams, wariable HMx8) is used in the EC
region to identify photon candidates.

The 8 observables include the four energy fractions in e&tiedour EM layers, the total EM
cluster energy, the primary verteposition, and transverse shower widthggandz. HMx7 uses
the same variables except the transverse shower width in

The covariance matrix M is built using Monte Carlo electromgh the matrix elements given

by Equation 3.4
1 _ _
Mij =S n;N(&-” —X) (X} —Xj), (3.4)

where the sum is performed over N electroxjsis the value of variabléfor the nth electron.

The consistency of the cluster shape with an EM cluster isrgby ax? computed with Equa-
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tion 3.5

X2 =3 (% —%)Hij (6 — %)), (3.5)
1]

whereH = M. An EM cluster will have a lowy?.

Artificial neural network ( ANN)

To further suppress jets misidentified as photons, an aalifieural network (ANN) [57] is trained
to combine the information from a set of variables senstivine differences between photons and
jets in the tracker and the energy distributions in the galeter and CPS. The ANN input contains

the following variable$.

e trkiso, i.e. the scalar sum of thpr of all pr > 0.5 GeV tracks p3;) originating from the

hard scatter vertex in an annulus 008 < AR < 0.4 around the EM cluster,

e the number of cells above the transverse enefgy ependent threshold (@4 x Er +0.25

GeV) in the first EM calorimeter layer withiiR < 0.2 and 02 < AR < 0.4 of the EM cluster,
e the number of CPS clusters withkR < 0.1 of the EM cluster,

¢ the squared-energy-weighted width of the energy deposhenCPS [59]:%,
whereE; andq are the energy and azimuthal angle of iflestrip, andge v is the azimuthal

angle of the EM cluster at the EMS3 layer.

Distributions of these variables are shown in Figure 3.3.

2These 5 variables are for CC photons, so the ANN is also c#lldN5. For EC photons, there are 4 input
variables and the ANN is also called ANN4. Please refer t¢ {éBdetails.
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Figure 3.3:NormalizedOyy input variables for photons and jets [24].
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The ANN is trained using diphoton and dijet Monte Carlo (MC) g#s and its performance is
verified using a data sample &f— ¢/~ y (¢ = e, u) events (see Figure 3.4). Figure 3.5 compares
the ANN output Onn) spectrum for photons and jets. Whégy > 0.1 is required for a photon

candidate, it is almost fully efficient for real photons vehikjecting~ 40% of misidentified jets.

o
80

MIIy [GeV]

10°

o eey
! « My

M, [GeV]

Figure 3.4: The three-body (di-leptonA mass versus the two-body (di-lepton) mass fram- (¢~ y

(¢ = e, ) data events [60]. To pick up the pure final state radiation (R5€ndidates, the two-body mass
is required to be less than 82 GeV while simultaneously the three-body masgiigeteto be within 82 -
102 GeV.

Spatial track match probability ( Prk)

Photons are similar to electrons in shower shape and dawelopbut they still have distinctions,
one of which is that photons usually do not have associatetdrR, is a probability calculated
from thextzrk of the spatial separation significance between the EM alymisition in the third
layer of the EM calorimeter (EM3) and the position from epwotated tracks.

A'? )2+ (A_(p>2

— 3.6
o T (3.6)

thrk = (

’

whereAn andAg are the differences between the extrapolated track positinal the EM cluster
position in the EM calorimetero, and g, are the extrapolated track uncertaintiesnirand g,

respectively.

40



‘DJ,9.6fb*

o
~

o
O w
w a

T
t

—+Z - I'Ty (I=e,p) data
— yy MC
------ Dijet MC

o
© N
N gl

Fraction of events / 0.05
o
&

o
o ©
g p

! L _‘_‘ww s _audl

0 01020304

ONN

Figure 3.5:Normalized distributions 0Oy from real and fake photons.

Hits-on-the-road discriminant (DyoR)
Sometimes an electron leads to an EM cluster but the asseddiaick is neither reconstructed nor
matched to the EM cluster due to tracking inefficiency, lagvonly a series of hits in the tracker.
The tracking inefficiency also becomes worse in events whiigh number ofpp interactions. A
“hits-on-the-road" discriminantyor) [61] is used to include the hits information and so further
separate photons from electrons.

For an EM object, a road is defined from the hard scatter vartéiie event to either the EM
cluster in EM3, or the CPS cluster if the EM cluster matche§ &itCPS cluster. Two roads (left

and right) are considered as shown in Figure 3.6 to allowtferdlectron and positron hypotheses.

EM

Q PS

CTrT

SMT

Figure 3.6:lllustration of the Hits-on-the-road algorithm [61].
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The number of fired CFT fibers and SMT hits are counted witlanfldm the road.Dyor is

calculated by Equation 3.7

Dees Pe(Nhits)
HOR™ Po(Nhits) + Py (Nhits)
Nhlts Ne
Pe(Nhits) = ;2%::[5(()))), (3.7)
5 e (N (1)

P, (NhItS) 24 (Nr)]/lts(l))

whereP: andP, are the probabilities for an EM object to be an electron ortphoNg,  andN,", .
are the distributions for the total number of hits for eleas and photons. The maximum number
of hits is 24, dictated by the geometry of of CFT (8 doublet lay&x 2 = 16) and the SMT (8

measurement planes).

3.3.2 Photon Identification

The photon identification (ID) is constructed by certainuiegments on the variables described in
Section 3.3.1.

The following photon ID definitions, named “core cut”, areoskn and optimized for DJ
Runll data [62]. The core cut efficiencies are different itadand MC, therefore the ratio of the
efficiency in data and MC, also denoted as scale factors, assumed and implemented in MC
as corrections. The scale factors for photon ID are a produtivo factors that are measured
individually. The first factor relates to the requirementsshiower shapes. This factor is measured
via the tag-and-probe method implementedZgy* — e*e~ data and MC, which takes advantage
of the fact that an electron’s shower profile is similar tottbha photon and thaZ /y* — efe™
events are statistically abundant in both data and MC. Thenskfactor relates to the track veto
for photons. A genuine photon could be rejected by the traak in two cases: 1) the photon
converts to arete~ pair in the upstream material and one or more tracks are staarted, with
a probability of(5.9+ 0.2)%; 2) a random track from underlying events is matched to tietqn,

with a probability of ~ 0.05% [63]. This factor is measured using radiated photonshftbe

42



Z/y* — 111"y (I =e u) process.
Taking into account the two factors stated above, the medssrale factors are presented in

Ref. [62] (Runlla) and Ref. [64] (Runlib).

Variables| CC core0| CC corel| CC core2| EC coreO| EC corel| EC core2
fiso < 0.15 0.10 0.07 0.15 0.10 0.07
fem > 0.90 0.95 0.97 0.90 0.95 0.97

trkiso < 2.0 2.0 1.5 15 1.5 15

HMx8 < - - - - 30 30

sigphi< 18(14) 18(14) 18(14) eql eql eql
sigz< - - - eg2 eq2 eg2

ANNS > 0.1 0.1 0.3 - - -

ANN4 > - - - 0.05 0.1 0.3
Rk < 0.0(10% | 0.0(10% | 0.0(10% 0.001 | 0.0(10% | 0.0(10°%
Dhor < 0.8(0.5) | 0.9(0.5) | 0.9(0.5) - - -

Table 3.1:p20 (p17) core cuts definitions for CG-L.1 < nget < 1.1) and EC (15 < |Nget| < 2.5) regions.
For p20, eql = 7.8, - 35.9Nqel| + 45.7, and eq2 = 71ff,, - 36.0Nge + 44.8. For p17, eql = 2.7, -
16.3Nget + 25.0, and eq2 = 5.9, - 30.6Nget + 40.7.
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3.3.3 Photon Energy Scale and Resolution

At the Tevatron, there are not statistically large amouhisuoe photon data coming from a reso-
nance to study the photon energy scale and resolution, whistill true even if the Higgs boson
is found. However, because electrons share similar shométgs with photons and they are both
identified as EM clusters in the calorimet&y,y* — e*e~ events are used for photon energy cali-
bration. There is a shortcoming of this method for the ensgjle calibration because an electron
loses more energy in the material in front of the calorimesecially at larger rapidities, resulting
an “over-correction” for photons. In the previous studi6,[65], this over-correction is covered
by a large systematic uncertainty (0.59%). In this studyamely ann-dependent correction(1-
5%) based oeEANT simulation of the D@ detector response to compensate fatiffezence.
Photon energy scale

The photon energy scale re-calibration [66] is done on tap@existing corrections fapneg [67]
and instantaneous luminosity [68], rather than derivechfezratch. Single photon MC events are
generated at energy pointsief= 15,20, 25, ...,70,80,90 and 100 GeV, and then used to measure
the ratio of the photon transverse momentum at generatel (py“®) to the average reconstructed
photon transverse momentupf as a function ofpf°°. The shape of the functioh(pF) is

dependent on the physigs and so the events are examined in 7 rapidity bins.

true
Ee” — f([reco). (3.8)

Photon energy resolution

The energy resolution of the calorimeter can be written asaign 3.9 [69].

0E) o T N
= _‘/C+E+E2' (3.9)

The constant terr@ comes from the non-uniformities in the gain calibration.e®ampling term

=S relates to the fluctuations of the shower development, ssctiuatuations of the sampling
E2
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fraction (the fraction of the energy deposited in the aatnedium). The noise terrg is due to the

electronic noise and the low activity of the uranium. Forthémergy photons, the energy resolution

is approximately equal to the constant te@nn the leading ordelC is measured to be 2% [70].
Worse energy resolution in data is observed than in MC eganén by theGEANT simulation

of the D@ detector. Thus the MC events are further smearedaizhndata through a “over-

smearing” process [67].

3.4 Jets

The hard-scattering opp collisions produces high momentum quarks and gluons (guark
gluons are collectively called partons). Partons cannist @x free form due to color confinement
in QCD, and so hadronize on the fly into a narrow cone of pasdisieh as pions and kaons. Such
a collection of particles is called a jet. In this sense, sjéie observable of a parton.

A jet is reconstructed from the clusters in the calorimetéhin a cone of a certain radidis
using the Ban iterative midpoint cone algorithm [71]. Theibadea of this algorithm is:1) find
proto-jets from preclusters that are composed of recoct&d.calorimeter towers; 2) use midpoints
of proto-jets pairs as seeds to find more proto-jets so asppress jets from soft radiation;3)
update the increased proto-jets lists via a split-and-mprgcess to ensure that each tower belongs
to one jet only.

Since a jet usually contains charged particles, there areeseconstructed tracks inside a jet
cone. By using tracks, a jet is said to be “vertex confirmediére are at least two tracks in the jet
cone associated with the primary vertex. The vertex confionas used to improve the counting
of jet multiplicity since the resolution in theaxis is much better for tracks than jets. Another way
to use track information ib-tagging [72].

The measured jet energy is usually different from the pastenergy for various reasons. To

compensate for the difference, the energy scale is coddute jet energy scale correction (JES),

3The algorithm “JCCA(JCCB)” uses a cone of radids= 0.7(0.5).
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and the jet resolution in MC is corrected by a method of jeftisiyy, smearing, and removal (JSSR)

[71].

3.5 Missing Transverse Energy

In pp collisions at the Tevatron, the transverse momenta of thialipartons are close to zero,
which implies that the sum of the transverse momenta of &l fstate physics particles should
almost vanish by momentum conservation. However, newgrorany new physics particles that
escape from direct detection by the D@ detector, as well stsumental reasons (thermal noise
in the calorimetergetc), may result in an imbalance of the total transverse monmenite., the
missing transverse energy .

TheF+ calculation is performed in two stages. Firstly, it is cortgulias the negative vector sum
of the energies from all cells of the EM and FH calorimeterke Tells from the CH calorimeter
are excluded due to a high-level noise.

In the second stage where physics objects are already tesctesl and identified, thEy is
re-computed by incorporating corrections to the physigeab. For instance, an EM cluster that
could be an electron or photon need be corrected for its greagle; jet energies are corrected
for JES, JSSR, in-cone muons, and leakage of hadronic skaweihe CH calorimeter, and so
on. After these corrections to the physics objects, a repegation off is performed for more
accuracy. Since the physics objects such as electrongyhand jets are identified as clusters of
energies in the calorimeter, the vector sum of the unclastenergies (UE) can be calculated to

characterize the underlying activity of the calorimeteamevent.
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Chapter 4

Samples

In this chapter, we describe the data sample and Monte Car®) @itnulations used in this study.

4.1 Data Sample

For the Runll period, the accelerator division deliveredd1fb— of pp collisions, with 10.7 fo'?
recorded by the DO detector from April 2002 to September 28&82 Figure 4.1 [73]. The recorded
data is filtered to remove bad luminosity blocks and eventhibypata Quality Group [74], result-
ing in a data sample corresponding to an integrated luntinaogi9.6 fb! that is used for this
study.

In 2006, the D@ detector was upgraded with the “layer 0” ihestiin the SMT as the innermost
layer. Since then, the reconstruction software was updatatorporate the hardware configura-
tion change. So the data sample is divided into two subsi¢s) called Runlla which corresponds
to the 1.1 fb'! data before the upgrade in 2006, and Ruhftr the rest of the data. The recon-
struction software version begins with p17 and p20 for Ra@hd Runllb data respectively. So
Runlla (b) data are often referred as p17 (p20) data, as wdllante Carlo simulations.

For efficient usage of computer resource, the data sampdelised to variouskimsaccording

There are mainly four updates on the physics object recactitn after the year of 2006, and so the Runllb data
can be further subdivided into Runllbl, 2, 3,and 4 datasets.
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to the final states by the Common Sample Group [75]. In thisystid use the EMhighptskim

that requires two EM clusters withr > 12 GeV be present in each event.

w Run ” Integrated LuminOSity 19 April 2002 -30 September 2011
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Figure 4.1:The delivered and recorded integrated luminosity as a function of time at@heédbector [73].

4.2 Monte Carlo Simulation

All the signal and background processes are modelled usimgtd/iCarlo simulations, except for
the y+ jet and dijet backgrounds.

Signal samples

The signal Monte Carlo samples for the SM Higgs boson are gésetusingPYTHIA [76] with
the CTEQG6LL1 [77] parton distribution functions (PDFs), f@01Ge\< My <150 GeV in intervals
of 5 GeV. The samples corresponding to each of the three dorh®M Higgs boson production

mechanisms at the Tevatron are normalized using the naxétbto-leading order (NNLO) plus
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next-to-next-to-leading-logarithm (NNLL) theoreticabss sections for GF [78] and NNLO cross
sections for VH and VBF processes [79, 80], computed withMIsa'W 2008 PDF set [81].

The branching ratio predictions are franDECAY [82]. Moreover, thepr of the Higgs boson
in the GF process is corrected to match the calculationsdy at NNLO and NNLL accuracy
[83].

In the fermiophobic model where the GF process is absentsauae the VH and VBF signals
are produced at the same rate as the SM. The branching rati@dsa calculated witlRDECAY
but with the option “fermiophobic” turned on in the software
Background samples
Backgrounds of instrumental and physical origin are cogrgd in this search. The major instru-
mental backgrounds include+ jet (yj), dijet (jj) andZ/y* — 171~ (I = e 1) (ZDY) production,
with jets or electrons misidentified as photons. The majyspfal background is from diregty
production (DDP) where two isolated photons with high tkemse momenta are produced.

Y] + ] events are obtained from independent data control sampldseussed later in Sec-
tion 5.3. The sample for the ZDY process is simulated ugingGEN [84], with showering and
hadronization fronPYTHIA, and with the NNLO cross section [85] for normalization. Ateh-
ally, theZ bosonpr spectrum is corrected to match data [86]. The DDP samplenergéd using
SHERPA[87].

All the MC samples are processed through a detadledNT-based [88] simulation of the DO
detector. In order to accurately model the effects of mldtimp interactions and detector noise,
data events from randomp crossings that have an instantaneous luminosity spectimitasto
the events in this analysis are overlaid on the MC samplessd@MC events are then processed

using the same reconstruction algorithm as data.
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Chapter 5

Analysis

In this Chapter, we elaborate in detail the data analysis.s€aech for the SM Higgs boson in the
channel oiH — yyis conducted by using the samples described in Chapter 4.

An innovation implemented in this study is thevertexing it significantly enhanced the effi-
ciency to find the true vertex. In Section 5.1, the algorithnd aalibration are described.

Section 5.2 and Section 5.3 illustrate the event selectiah lmckground modeling, which
provides the foundation of another important innovatibwe, multivariate technique.

Itis known that the search for tlt¢ — yychannel at the Tevatron is challenging due to the small
branching ratio (maximum of 0.2% near 125 GeV). Nevertheless, the experimental signaure
very clean thanks to a narrow resonance on top of a smoadhiipg background in the diphoton
mass spectrum. So the analyses at D@ [65] and at CDF [89] ina$tef@cused only on the peak-
searching by examining the diphoton invariant mass digtion. In this study, we implement
the multivariate technique (Section 5.4) for the first tinmel aachieve the best sensitivity in this
channel at the Tevatron. In the multivariate analysis, tiphaton mass spectrum still provides
the majority of the discriminating power between signal dadkground. So we also scan the
diphoton mass spectrum for a resonance (Section 5.3.5)@ngare it with the result from the
multivariate analysis.

The last Section 5.5 of this Chapter deals with systematietainties.
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5.1 Revertexing

From Section 3.2 in Chapter 3, we know that the reconstruatfdhe primary vertex relies on the
associated tracks and the trgek It performs well for hard scatter (highy) events with electrons
because the electrons themselves usually result infigissociated tracks. However, photons are
charge-neutral particles that usually do not have tracksth® default D@ vertex reconstruction
(reco) algorithm yields a low efficiency to find the true haahtter vertex, for the diphoton final
states. The previous search tér— yy[65] and the diphoton differential cross section measure-
ment [90] replace the default D@ vertex reco algorithm withatrack algorithm. The algorithm
identifies the hard scatter vertex in a diphoton event as dnex with the maximum number of
associated tracks in the vertex list, regardless of thé&tpgc We use the signal MC sample (gluon
fusion) to demonstrate the performance difference of tHaueD@ reco and max-track algo-
rithms, as shown in Figure 5.1 The true primary vertex is $aige found or matched if the chosen
vertex is within 1 cm of the true vertex in ttedirection,i.e., [dZ < 1 cm. Within 1 cm, even if
the chosen vertex is nbhetrue primary vertex, the resulting kinematic differencaégligible.

In this study, we add another element called “photon pagyitio increase the chance of finding
the true primary vertex. It is best explained together whik toncept of “CPS match”.
CPS match and photon pointing
When a photon deposits energy in the CPS stereo layers as wile dsur layers of the EM
calorimeter, the spatial information that these five layevide can significantly improve the
knowledge of thez-position of the photon point-of-origin. Because of the fsggmentation, the
spatial resolution of the CPS is excellent. Table 5.1 shoesdholutions in the central region for

the CPS and EM layers.

Quantity CPS EM1 EM2 EM3 EM4
oy 3.7mm 15mm 16mm 6.8mm 19 mm

Table 5.1: Resolution ie-position for the central preshower detector and the foectebmagnetic
calorimeter layers for Runll.

For the CPS cluster associated with an EM object, the cenpasdions of the CPS cluster and
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Figure 5.1:The efficiencies for finding the true hard scatter vertex by using theutléd&d reconstruction
algorithm (dOreco) and max-track algorithm (mntrk) as a function of dipihti@nsverse momentum in the
gluon fusion signal MC sample. They are shown as the black and red éspsatively in the plot. The blue
line illustrates the frequency with which the two algorithms yield the same verteose enough.
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the four EM clusters in the four layers are calculated and fit¢o a straight line. If the(? of the
fitis less than 25, the EM object is said to have a “CPS matcH: [Pfie fitted line is extrapolated
to the origin to extract the-coordinate of the EM object’s origin, as well as impact paeter. This
procedure is called “photon pointing” [92], illustratedfigure 5.2. We use photon pointing when
the photon candidate has a CPS match as discussed below. dttfs mventioning that “photon
pointing” merely uses the information from the central ix@ser detector and the calorimeter
while no track information is included. So it can serve asratependent method to locate the

hard-scatter vertex of the diphoton event.

Calorimeter - X— lane
.. EM object y p
'-, EM object’/.-
! CPS cluster
®

as®
CPS q

©000) !

Zvtx

z—y plane

Figure 5.2:A schematic illustration of the photon pointing in the y plane (left) andk —y plane (right)
[91].

5.1.1 Algorithm

As mentioned above, the max-track vertexing means to ifyethe vertex with the maximum asso-
ciated track multiplicity as the hard-scatter vertex. Theton pointing is used in such a way that
the vertex from the primary vertex list closest to the pairtecoordinate is identified as the hard-
scatter vertex. The two vertexing methods have strengttisfarent cases. For example, when no
vertex can be found near the photon pointed position, itieb& use max-track vertexing.

The algorithm combines the usage of max-track vertexingpdrodon pointing as illustrated in

the following:
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¢ If neither photon candidate has a CPS match, the max-tratdxeg is used.

e If only one photon candidate has a CPS match and the pointinifisanceé is less than 3,
the photon pointing from the matched photon is used. Ottsrwhe max-track vertexing is

used.

¢ If both photon candidates have a CPS match with the followivagdonditions satisfied: i)
the 2-photon pointing significantes less than 3 and ii) the pointing difference significahce
is less than 3, then the photon pointing from both photonseésiu z, > is used to select
the hard-scatter vertex from the vertex list). If the two ditions are not satisfied simultane-
ously, we examine whether one photon pointing significaadarger than 3 and the other’s
is less than 3. If this is the case, the photon pointing fromghoton with less pointing

significance is used. Otherwise, we use the max-track viegex

5.1.2 Calibration

To ensure the same performance of the algorithm in data andWCalibrate the two ingredients
of the algorithm, the max-track vertexing and photon poigtiby usingZ/y* — e*e~ data and

MC samples.

1The 1-photon pointing significan is defined as
St = [2p — 2|/ T,

wherez, and op are the pointed-coordinate and erroizyy is the z-coordinate of the vertex closest to the pointed
position from the photon with CPS match.
2The 2-photon pointing significan@ is defined as
S=<zp>—<ztx> |/ < 0p>,

2 2 2 2
< 2p > = (21p03, + 22p01p) / (O1p + O3p),

< Op > = (01p02p)/\/ OF, + 0%,

wherez 3, and oy ), are pointedz-coordinates and errors from photon 1 and<z,x > is thezcoordinate of the
vertex closest to the error-weighted pointed positior, > from the two photons.
3The 2-photon pointing difference significangg is defined as

S = |z1p — 22p| // O, + 0%,
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Max-track vertexing calibration

For max-track vertexing, we find that the MC is different fralata in three aspects:

e The number of vertices: MC has fewer vertices than data, isthi® aspect we reweight the

distribution of the number of vertices of MC to that of data.

e The track multiplicity of the hard-scatter vertex: the MCsHagher track multiplicity due
to higher tracking efficiency. So we apply “track-loose”dkang scale factors from Muon
ID [93] to the hard-scatter vertex in MC events to correctigek multiplicity, as shown in

Figure 5.3.

e The track multiplicity of the min-bias vertices: it is knowhat the cluster error of hits of
the overlaid events are mistakenly from MC (should be diydodm data). So we randomly
generate track multiplicities for min-bias vertices by gdimg from the track multiplicity

distribution in data, as shown in Figure 5.4.

After the three corrections, we evaluate the efficienciesniax-track vertexing to find the
correct vertex as a function of diphotgr in Z/y* — ete~ data and MC samples. The true vertex
in the Z/y* — eedata/MC is defined as the default D@ reco vertex verified by lmbtthe two
electron tracks. But when counting the number of tracksHerttue vertex, two are subtracted to
emulate two photons. The average efficiencies are aboutthe $or data and MC. For p20, we
measure 64+ 0.1% for data and 68+ 0.1% for MC. For p17, we measure 80t 0.3% for data
and 809+ 0.2% for MC. The di-EMpt dependent efficiencies are shown in Figure 5.5.

Photon pointing calibration

For CPS pointing, we mainly calibrate

e the pointing resolution|g, — z4x|), the difference between thecoordinate from photon

pointing and the true vertex

e the pointing significance £, — z,1x|/ 0p), the pointing resolution divided by pointing error.
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To calibrate pointing resolution, we fit thg, — zy| distribution inZ /y* — e*e~ data and MC
samples to measure the resolutiodgsa and oyc. This is done in four rapidity bingin| < 0.4,
0.4<|n|<0.6,06< |n|<0.8and|n| > 0.8. Figure 5.6 shows the fit in an example rapidity bin,
|n| < 0.4. Thenz, in the MC sample is smeared according to Equation 5.1. Figuteshows the

pointing resolution in MC agrees well with data after the anrgg.

Znew pointing= ZoId pointing+ RND- \/ Ogata_ GI\Z/IC’ (5-1)

whereRNDis a random number generated from a standard normal distoibN(0,1).

After calibration of the pointing resolution, we continudxamine the pointing significance
for both data and MC samples, as shown in Figure 5.8. Becaesecttexing algorithm decides
when to use the photon pointing based upon the pointingfgignce, it makes more sense statis-
tically to calibrate the significance distribution to be arstard normal distribution N(0,1). This is
done by multiplying the pointing error by the fitted standdaviation from Figure 5.8. Then both
data and MC have a standard normal distribution for the pansignificance, shown in Figure
5.9.

After the above calibrations of each element in the new d@lgor, the average efficiencies
for the new algorithm to find the true vertex for p20 data and B#tnples are 98+ 0.1% and
95.74+0.1%, and that for p17 data and MC samples ar® 9/0.1% and 987+ 0.1% respectively.

Figure 5.10 shows the efficiency as a function of diphgien
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5.2 Event Selection

To extract interesting diphoton events from the data and Bt@des, a set of requirements should
be satisfied besides the good quality of data. It includesireaents on the trigger, the hard-scatter
vertex position, photon quality and CPS match.

Trigger requirement

Each event is required to fire the di-EM trigger. There are-&Mi trigger lists in different data
taking epochs: v8-11, v12,v13, v14, v15 and v16. Each triigeis a combination of the triggers
in the three-level trigger system, requiring that thereaieast two EM clusters with loose shower
shapes angt above a threshold varying from 15 GeV to 25 GeV.

The trigger efficiency for v8-v14 is estimated to be 100% atexision of 0.1% witHVige > 50
GeV usingZ/y* — ete~ events [94]. For v15 and v16 the trigger efficiency is fountécgreater
than 97% for a di-EM invariant mass of 50 GeV and increasedtwtl00% at 90 GeV. So in
this study, the invariant mass of the two photon candidatesquired to be greater than 60 GeV
to ensure very high trigger efficiency. The dependence ofrihger efficiency on di-EM invariant

mass for v15 and v16 is shown in Figure 5.11 and parametrizgdreally as

1 Mgi-em —

v15,16 di-EM — Po

A Mg = —-py(1.0 f———— 5.2

gtrlgger( di-EM) > p2(1.0+erf( \f2p1 ) (5.2)
pPo = —16.39, p; =34.55 p=0.9995; (5.3)

Primary vertex position requirement

The revertexingis discussed in Section 5.1 at the beginning of this Chaptée ZAcoordinate
of the vertex is required to be within 60 cm of the geometruater of the detector. After the
revertexingprocedure, the photon kinematics and related photon Iakbes are updated.
Photon quality requirement

The photon candidates are selected in the central regidm pi> 25 GeV and satisfy the “corel”

quality requirement discussed in Section 3.3.2 of Chapter 3.
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Tables 5.2 shows the selection efficiencies for the gluoinfiysassociated and vector boson
fusion production of 130 GeV Higgs MC. The average event seleefficiency for the signal MC

events is about 21%.

sample| gluon fusion | associated productionvector boson fusior
pl7 | 0.222+ 0.001 0.208+ 0.001 0.233+ 0.001
p20 | 0.219+ 0.001 0.206+ 0.001 0.234+ 0.001

Table 5.2:Event selection efficiencies from 130 GeV Higgs MC for p17 and p20.

CPS match requirement
Additionally, we require at least one of the two photon cdatis has a CPS match. The CPS
matching efficiencies are measured using the method dodech@nRef. [62]. Table 5.3 shows

the CPS match efficiencies for different core cuts in the etnégion.

corecut CC core0 CC corel CC core2
average efficiency(data) 0.725 0.726 0.730
average efficiency(MC 0.745 0.748 0.752

| scale factor(data/MC)[ 0.983+ 0.014 | 0.980-+ 0.015 | 0.980+ 0.016 |

Table 5.3:CPS match efficiencies and scale factors measured withe#a and MC.
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5.3 Background Modeling

Three major backgrounds are considered in this studyZ (i) — |71~ (I = e, 1) (ZDY) produc-
tion, where both electrons are misidentified as photons dueactking inefficiency; (ii)y+jet and
dijet events, where the jet(s) are misidentified as phojp(i{i$ direct yyproduction (DDP), which
is the irreducible physics background. In this Section, wa flescribe some important corrections

to the Monte Carlo simulations and then describe how eachgrackd is modeled.

5.3.1 Corrections

The Monte Carlo simulations have general corrections (lasity profile correction, and beam
z-reweighting), EM cluster pre-selection efficiency [95hgbon ID efficiency and CPS match effi-
ciency corrections applied. Here we describe another twi@ctions that are unique to this study:
the ANN output Onn) shape correction and the unclustered energy correction.
Onn Shape Correction
Onn is an essential variable in photon identification and is usddnsively in this study, so it
is important to calibrate its shape. As mentioned in Sectidnin Chapter 4, the Runllb data
epoch can be divided into finer subepochs, namely Runllb®, and 4. In principle, it is ideal
to model each data taking epoch with Monte Carlo simulatiotihefcorresponding reco version.
For example, Runllbl MC is used to model Runllbl data. Howete ideal sometimes cannot
be achieved with limited resources. For instance, we onetRRunlibl MC to model the DDP
background.

We observed that th©yyN shape varies in different data epochs, as shown in Figur2 5.1
More specifically, theOyn shapes in Runllb2,3,4 data are very similar while they afferdint
from that in Runllbl data, which means that Runllbl MC withpadfic correction can simulate

adequately th©yn shapes of the full Runllb dataset. The correction is shovEguaation 5.4 and
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implemented in three region§)ged < 0.4, 0.4 < |Ngef| < 0.8 and 08 < |Nget| < 1.1.

correction— Runllb1Onn shapex Zruniibi+ Runlib3Onn shapex gRun”b234

(5.4)

Runllb1Onn shapex Zruniib1234

where %% is the integrated luminosity for epoch X.

0.3
C —oRunllb 1 +
r —— Runlib 2 e
0.25— —~Runllb 3 *L
r Runlb 4 e
02 +
0.5
™ 1
C :#‘:
01 |
B +
0.05 d=
g I
: \:fi \ j?:‘:f";ﬁ i\ Lovvloo |
00 01 02 03 04 05 06 0.9
Oyl I<0. 4)
(a) datange] < 0.4
03
C —-Runllb 1
C —+— Runllb 2
0.25— —+Runlib 3
= Runllb 4
L |
0.2 j-::f:
015F + +
% i
01 f %
0,05/ 4; =
F %* % ++"’+ S
r + e
ool R L H\HH\HH\H*
0 0.1 02 0.3 04 05 0.6 07 08 1
0,0 8<|n |<1 1)

Figure 5.12:The photonOyy distributions in different data taking epochs are compared in diffeggqt

bins.

(c) data, B < |ngef < 1.1

69

0.3
C —&-Runllb 1
C —+ Runllb 2
0.25— —Runllb 3 |
F Runllb 4 e
02 :Z‘f
L |
0.15] +
01
0.05]— e e
r e s
: \jtﬁ !Tﬁﬁrf \ \ \ \
00 01 02 03 04 05 08 09
0,,(0: 4<\r] |<0 8)
(b) data, 04 < |nget| < 0.8
03
C —&-Runllb 1
C —+— Runllb 2
0.25— —+Runllb 3
- Runllb 4 Ny
: =
02— =
r +
015F =+
0.1
g =+
005 E =2
[ S gy =t -
N T A I T | \ [
00 01 02 03 04 05 06 07 08 09
0,

(d) data, inclusive



Unclustered Energy Correction

The total unclustered energy in the transverse plane (UgETe total scalapy of calorimeter
cells not associated by the dOcorrect algorithm to a clastebject. UET is used in the calculation
of £+, so a calibration of UET results in a better modelindgZgf. The correction is derived in this
way: first subtract the UET distribution of data from that bétdata-based background, and then
divide it by the MC-based background after normalizing the bH3ed background to the same
integral. The final ratio is the correction that should bel&gopto MC samples. After correction,

the UET distribution in background agrees well with datalas in Figure 5.13.
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Figure 5.13:UET distribution after correction to MC simulations.

5.3.2 Z/y* — eeDrell-Yan (ZDY) Background

TheZ/y* — eebackground is estimated from Monte Carlo simulation usingGEN [84], with

showering and hadronization froryTHIA, and using the NNLO cross section [85] for normaliza-
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tion. Besides the general corrections, the MC events acecalisected for the “electron no-track”
efficiency. This efficiency measured the probability of agc#ion that fails the track veto to fake a

photon. We find that the probability is about 1-3%, dependingzimuthal angle [64].

5.3.3 y+jet and Di-jet Backgrounds

The y+jet and dijet backgrounds are estimated with data. The astim performed in two steps.
In the first step, a so-called “4 4 matrix method” is used to estimate the yields of this back-
ground. It basically decomposes the data events into coemsrelonging to each of the three
backgrounds. One drawback of this approach is the limitatissics of data. Therefore in the
second step, we select an orthogonal data sample, or caatalsample, by reversing certain
requirements in the event selection. In this way, we canifsegmtly boost the statistics for this
background, and more importantly, the shape of this backgtacan be estimated with higher
statistical precision.

4x4 matrix method

The idea of the “4< 4 matrix method” is to use the observed classified data evemslculate the
background composition of the data through an efficiencyimga6].

Following the event selection, a tighten®gy requiremertft (Oyn > 0.75) is used to classify
the events into four classes: (i) both photons, (ii) only pi@ton with the highespr (leading
photon), (iii) only the photon with the second highgst (trailing photon), or (iv) neither of the
two photons, pass this requirement.

The corresponding numbers of events, after subtracting B contribution, are denoted as
(i) Npp, (i) Npt, (ii) N¢p and (iv)N¢¢. The different efficiencies of th@®yn > 0.75 requirement
for photons €,) and jets §jet) allow us to estimate the sample composition by solving &esyof

linear equations 5.5:

(Npps Np,Nep, Ni )T = & x (Nyy, Nyj, Njy, Njj) T (5.5)

4Note that this requirement is not an event selection reqére. It can be viewed as a boundary to classify events.
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whereNyy (Njj) is the number ofyy (jj) events andNy; (Njy) is the number ofyj events with

the leading (trailing) cluster as the photon. The 4 matrix & is constructed with the efficiency
termse, and gt as in Equation 5.6, parametrized as a functiofrgffor each photon candidate
and estimated in photon and jet MC samples. We validateith data of radiated photons from

charged leptons id boson decaysZ(— |71y, | = e, 1) andgg; with jet data [90].

(1—-¢1)(1—¢j2) (1—¢g1)(1-¢p) (1-&a)(1—¢2) (1-£n)(1—-¢p)
(1-gn)ej2 (1-¢gj1)ep (1-gn)ej2 (1-¢n)ep (5.6)
gj1(1—¢€j) €j1(1—¢p) ey1(1—¢j2) Ey1(1—&p)

Ej1€j2 Ej1€y2 E1€j2 E1€y2

The method is implemented on an event-by-event basis tirgguh weights corresponding to
y+jet, dijet andyy. The sum of the weights for+jet and dijet over all events are the estimated
yields for they+jet and dijet background respectively. Table 5.3.3 showesciassification and
results of the 4 4 matrix method.

(@) (b)

Nrf | 2719 Noy | 795+ 17
Ntp | 3600 Njj | 3330+ 222
Npf | 4916 | | Nyj +Nj, | 5738+ 406
Nop | 7796 Ny, | 9168+ 262
Data| 19031| [ Data 19031

Table 5.4:(a) shows the number of events in the data for the 4 categories. (b) shewsimber ofyy,
y+jet and dijet events in the data from the 4x4 matrix method. The number of Bit®is estimated from
MC. The quoted uncertainties are statistical only.

The 4x 4 matrix method not only provides the estimation for backgubyields but also a val-
idation of shape modeling for each of thg y+jet and dijet backgrounds, even though statistically
limited . Figure 5.14 shows the comparison of backgroundmsfthe 4x 4 matrix method with
those from the more statistics-enriched samples discusgbi Section.

Orthogonal sample

Due to the limited statistics of the matrix method, espécialthe high mass region, we obtain the
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shapes of thg+jet and dijet backgrounds from an orthogonal data sampleebgrsing theOynn
requirement in the event selectidre(, Onxn < 0.1), dropping thesigphirequirement, and relaxing
thetrkiso requirement to 5 GeV. The shapes of kinematic distributionshe y+jet background
are obtained by requiring one of the two photon candidatsatisfyOnn < 0.1. And the shapes
of kinematic distributions for dijet background are obtdrby requiring both of the two photon

candidates to satisi@yn < 0.1.
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Figure 5.14: Validation of the shape of thy,, distribution in the CCCC region. Thgy back-
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5.3.4 Direct Di-photon Production (DDP)

The hadronic SM processes are a copious source of diphoemsuvn which high momentum
photon pairs can be produced and constitute the physicglbaakd in the form of a steeply-falling
continuum mass spectrum. They are produced from scatseeahguark-antiquark, (anti)quark-
gluon, and gluon-gluon. Figure 5.15 [97] shows the poss$tegxman diagrams for direct diphoton
production (DDP). Figure 5.15 (a) shows the lowest ordecgss where a photon pair is produced
from gq annihilation. The process involves radiative correctionBigures 5.15 (b)-(e), (h), (i)-(I)
of 0(as), 0(a2) and@(al) in the strong coupling strength, respectively. Figure$%filand (g)

represent the single-photon fragmentation scenarios.

Directyy production
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Figure 5.15: Feynman diagrams that contribute to the dafgtioton production. Solid lines are
guarks and antiquarks. Wavy and curly lines represent piscand gluons. (a)-(e) and (h)-(l) are
considered as leading order and next-to-leading orderegs®s respectively in Ref. [97]. The
diagrams of (f) and (g) are single and double fragmentation.

In practice, we chooseHERPA[87] to model DDP because the DDP differential cross section
measurement [90, 98] shows that this process is best mobgl#te Simulation of High-Energy

Reactions of Particles, namedyiERPA The photon fragmentation function fHERPAIS modeled
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by an interleaved QCD+QED parton shower including higheleoreal-emission matrix elements.

Figure 5.16 shows good agreement between datsaa&pPApredictions.
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ferential cross sections between data angRpPAare displayed as black points with uncertainties
in the bottom plots [98].
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5.3.5 Diphoton Invariant Mass Distribution

The signature of the Higgs bosonkh— yyis a narrow resonance on top of a smoothly falling
background in the diphoton invariant mass spectrum. ThezeExamining the mass spectrum for
a narrow resonance is an important and robust approach. @thissapproach as a cross check
with the multivariate technique for each assumed Higgs mBlss data and modeled background
are shown in Figure 5.17. The SM signal yield is scaled up ctof of 100 to be visible in the

figure. The modeled background agrees well with the data.
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Figure 5.17:Diphoton invariant mass distribution of signal, background and data. Athggical standard
model signal at 125 GeV is shown. The signal yield is scaled by a facttd@for better visualization.

The diphoton mass resolution i 3 GeV. It is determined from a fit to the invariant mass
spectrum. The fit function is a sum of a Crystal Ball functiof][@s shown in Equation 5.7 and a
Gaussian function. The former is used to model the narroan@sce and tails toward the lower

mass region, and the latter with a wider standard deviattomadel the right tail and outliers.
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Figure 5.18 (a) shows an example fit for the 125 GeV signal.riiass resolution is extracted from
the core component of the fit function, namely the width of @rgstal Ball function. The mass

resolution as a function of assumed Higgs mass is shown &g 18 (b).

t = (myy— Uce)/Ocs,

N - e_tz/2 t>—acp (5.7)
f pu—

(Rez)es. (T8 g —t) "o, e %s/2  otherwise

wherelcg, ocg are the mean and width of the Crystal Ball functiogs, ncg dictate the location

and shapes of the non-Gaussian tdiis the normalization parameter.
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Figure 5.18: (a) Reconstructed diphoton invariant mass distribution for a SM Higgsrbsigmal MC

sample withMy = 125 GeV. The red line represents the fit to the distribution described in thglbgMass
resolution as a function of diphoton invariant mass from the fit to SM Higgebaignal MC samples.

78



5.4 Multivariate Analysis

Traditional cut-based techniques rely on a series of cue/ent selection variables to discriminate
signal from background. For example, the searchesifer yyin Ref. [65] and Ref. [89] only
examine the diphoton invariant mass for a narrow resonahigevever, the separation power of
the traditional technique is not optimized because theadigan be different from the background
in several variables. In this study, we adopt a multivartatdnique combining information from
a list of variables into a final discriminant to achieve besignal significance&/+/B.

There are several multivariate techniques such as a neatabrk. The one we used is a
boosted decision tree (BDT), implemented with the Toolkit Multivariate Analysis (TMVA)
[100]. The BDT technique is extensively used in High Energysics, such as in the single top
guark measurement [101]. In this Section, we first descheeBDT technique, and then show the

selection of variables used in the BDT and the final discranin

5.4.1 Decision Tree and Boosting

Decision Tree

A decision tree is a supervised machine learning technigestend a simple cut-based approach
to a multivariate technique by recursively separating &vbased on a binary decision and contin-
uing to analyze events that fail a particular criterion.

The usage can be split into two phases. Firstly, the decisganneeds to learn the difference
between signal and background, and build a tree-structilasgifier. This phase is call&dining.
Training is performed with known signal and background sksipAfter training, the decision tree
is implemented on statistically independent, signal amttgpeound samples. More importantly, the
decision tree is also applied on data to separate data galslike and background-like events.
After the second phase, the final discriminant distribut®populated and examined for a signal
excess.

A decision treds a binary tree. Consider the training phase, all the knogynadiand back-
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ground events come to the first binary separation pointrdbenode Given a list ofn variables

of interestxy, Xo, ...Xn, for each variable;, the splitting value that gives the “best separation” of the
events is found. Then the variable that gives the best sepaia selected and the splitting value
is the one found in the previous step. The root node is now spb two collections of events,
or child nodes one with mostly signal events and the other with mostly gasknd events. This
procedure is applied recursively to the two child nodesldatime condition” is met to stop the
splitting. The terminal node is called@af.

There are two concepts above worthy of more explanationdéffiaition of best separation and
the conditions that terminate the splitting.

At each node, the signalurity pis defined as the sum of signal weights divided by the sum of
signal and background weights. When the node is composed sifahl or backgroundp gives
two different values, 1 or 0. However, we need a measure ointipairity such that it reaches its
maximum when signal and background are equally mixed, afadistto its minimum when there
are only signal events, or background events by symmetrg. ddthe popular choices is called the
Gini Index, or Gini for short, as defined in Equation 5.8. As siplgitmoves forward, the impurity
or Gini should decrease to achieve the goal of separatiomgafisand background. A desired
splitting method, or best separation, should maximize #aehse of impurity. This is done by
maximizing the difference of a parent node Gini and purigtghted child nodes Gini, as shown
in Equation 5.9.

Gini=1—p?—(1—p)?>=2p(1—p). (5.8)

A(impurity) = Gini(parent) — [pa - Gini(child A) + pg - Gini(child B)]. (5.9)

The splitting of nodes would continue if it is not terminaterhtil each node contains either one
signal event or one background event. This certainly resnll00% classification of signal and
background events in the training phase but it loses itsrgdityeof classification on the unknown
events, which is calledver-training So a minimum number of events in a node is required to

minimize over-training. Additionally, it is not useful tafther split nodes if the improvement on
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the signal purity is under a certain threshold. If either loé two conditions above is met, the
splitting is terminated and the training of a decision teénished. The output for a certain event
from a decision tree is given by the purity of the terminal eadfinally falls in.
Boosting
The terminal nodes can be categorized as signal leaves &gtoamd leaves according to the
purity. The non-zero signal purity in a background leaf aades misclassification of signal events,
which affects the performance of a decision tree. This isudised and solved by the introduction of
a technique calleoostingin the 90’s [102]. The idea behind boosting is to assign eelargeight
to the misclassified events, and train a new decision trele tivé modified event weight, which
allows the new tree to “learn” harder on the misidentifiedreése The procedure is performed
iteratively, resulting in a collection of trees. The outpfithe decision trees is the weighted output
of single decision trees.

A popular boosting method is called AdaBoost. After a ffges trained, its associated error

errp is calculated as the fraction of the sum of misclassified eweights, as in Equation 5.10.

errn:(Zwi xln)/Zwi, (5.10)

wherew; is the event weight ant}, is an indicator function for tred,. I, = 1 for misclassified
events, otherwise it is zero.

Then the tree weight, is defined fromerr, as in Equation 5.11.

1—erry

dn = BIn( err
n

) (5.11)

wheref3 is a parameter to provide users with the option of adjustiegaoosting strength.
For each misclassified event, its weight is multiplied by @daof €. The sum of the total
weights of the entire sample should be renormalized so titagdch tree the number of events

remains constant. Finally, the output of an event fromNheoosted decision tree3 ) is diluted
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by the weighted outputs of single trees as shown in Equatib?. 5

N
&

The mathematical meaning of the boosting procedure is tonme the deviation of the model
responseR (x)), namely theT in the AdaBoost example above from the true valyepbtained
from the training sample. The measure of the deviation ikdaheloss function I(F,y). It can
be shown that the boosting procedure is dictated by the loggibn. For example, the AdaBoost
method is derived from the loss functidrfF,y) = €)Y, which leads to the reweighting proce-
dure described in Equations 5.10-5.11. The exponential fimsction has drawbacks of lack of
robustness in the presence of outliers or mislabeled evéotsvercome this weakness, the TMVA
toolkit implements a technique calléradientBoostwith the loss function of Equation 5.13. The
boosting procedure dictated by this loss function cannablitained as straightforwardly as that
for AdaBoost, but has to use a “steepest descent” step fonihienization, in which the gradient

of the loss function needs to be calculated.
L(F,y) = In(1+ e~ 2F (), (5.13)

In this study, we find that the decision trees with gradiemidtimg provide the best performance

for rejecting background.

5.4.2 Input Variables and Training

Input Variables
Ten variables including the diphoton invariant mass arel @seinput variables to train decision

trees:
e diphoton invariant mas$4,,
e |leading photon transverse momenttm}i,
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e trailing photon transverse momentup%

e diphoton transverse momentup’

e azimuthal angle between the two photon candidaieg,
e cosB*, in the Collins-Soper frame [103]

e ¢, in the Collins-Soper frame

e missing transverse enerdg;

e leading photon ANN outpuQ,

e trailing photon ANN outputQ?

Complementary td/,,, the kinematic variables qi%, p%, pY’, Ag,, separate signal from the
non-resonant background in momentum and opening anghedisbns.

To minimize the uncertain impact of transverse momenta firotial-state quarks, the Collins-
Soper frame [103] is used to explore more (di)photon angiliktributions such as c& and¢*.
In this frame, thez axis is defined as the bisector of the proton beam momentunthentegative
of the anti-proton beam momentum when they are boosted h@@éenter-of-mass frame of the
diphoton pair. The variabl@* is defined as the angle between the photon momentum ard the
axis. The variable* is defined as the angle between the diphoton plane and trenpaoti-proton
plane. A schematic view of the frame and definitions of@band¢* are illustrated in Figure 5.19.

When the Higgs boson is produced in association with a veasoit (V. boson orZ boson),
a largeE+ can be observed when the final states fidfror Z boson decays contain neutrinos.
It is more dramatic in the fermiophobic model in which VH istdominant signal production
mechanism. Moreover, photon identification variables sis@y, andOZ are included to further
reject the residual background from misidentified photons.

The distributions of the ten input variables for signalsckzaounds and data in the inclusive
mass range [60, 200] GeV are shown in Figures 5.20-5.29. Tdduetad background agrees well

with data.

83



Figure 5.19: Collins-Soper frame illustratioR;, P, are the proton and anti-proton momernita!
are the photon momenta.is a unit vector along the bisector of the proton beam mommerand
the negative of the anti-proton beam momentum when they @osted into the center-of-mass
frame of the diphoton pair. The white plane is the diphotcampi the gray plane is the proton-
anti-proton planeh is a unit vector in the proton-anti-proton plane but tramsee¢oZz 6 andg are
the 8* andg* in our notation.
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Training

All the signal and background samples are separated intongependent samples by the parity

of each event number. One is used for training; the otheresl is populate the final discrimi-
nant distributions. In order to concentrate on the area theaHiggs boson resonance, a narrow
mass window, for example-10 GeV, should be applied for an assumed Higgs boson mass. But
considering the statistics for training, the mass windoenkrged tat-30 GeV. After the training,

the BDT response is tested on an independent sample (oththyjnehe TMVA framework dur-

ing training) to check for over-training. This procedurecaling testing The reasonable values

of the Kolmogorov-Smirnov test in Figure 5.30 indicate ttieg training is robust and no severe

over-training is observed.
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Figure 5.20:My, distributions for signals, backgrounds and data in the measge [60, 200] GeV.
The standard model signal and fermiophobic signal are septed by the red solid line and the
magenta dotted line respectively. Signals with a mass of@&8 are assumed and multiplied by
a factor of 1000 to be visible.
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Figure 5.22:p% distributions for signals, backgrounds and data in the masge [60, 200] GeV.
The standard model signal and fermiophobic signal are seted by the red solid line and the
magenta dotted line respectively. Signals with a mass of@&8 are assumed and multiplied by
a factor of 1000 to be visible.
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Figure 5.23:p}" distributions for signals, backgrounds and data in the masge [60, 200] GeV.
The standard model signal and fermiophobic signal are seted by the red solid line and the
magenta dotted line respectively. Signals with a mass of@&8 are assumed and multiplied by
a factor of 1000 to be visible.
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Figure 5.24:A@,, distributions for signals, backgrounds and data in the masge [60, 200] GeV.
The standard model signal and fermiophobic signal are septed by the red solid line and the
magenta dotted line respectively. Signals with a mass of@&8 are assumed and multiplied by
a factor of 1000 to be visible.
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Figure 5.27:F+ distributions for signals, backgrounds and data in the masge [60, 200] GeV.
The standard model signal and fermiophobic signal are septed by the red solid line and the
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5.4.3 Final Discriminant

The BDT output distributions are categorized into two aasshe photon-enriched region (both
photon candidates wit@yy > 0.75) and the jet-enriched region (at least one photon catedida
with Oyn < 0.75). As mentioned, the BDT output distributions are obtdifrem events within
My £ 30 GeV for each assumed Higgs mass. In this study, sidebamoneeof the invariant
mass spectrum outside tihdy + 30 interval are also included as final discriminants. Thmeef
for eachMy hypothesis, the four distributions (two BDT output distiions in the photon/jet-
enriched regions plus two corresponding sidebands) aa¢etleas independent sub-channels. As
an illustration, the four final discriminant distributiofee My = 125 GeV are shown in Figure 5.31

and Figure 5.32 with linear and logarithmic scales respelsti
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5.5 Systematic Uncertainties

Systematic uncertainties involved in this analysis are:
e The total integrated luminosity uncertainty:166.

e The parton distribution functions (PDFs): the effect of BF uncertainty [104] on the

signal acceptance is7l— 2.2% as a function of the assumed Higgs mass.

e Higgs pr re-weighting: we re-weight the gluon-gluon fusion Higgs spectrum from
PYTHIA MC to the spectrum from the HQT NNLO event generator [83] facte assumed
Higgs mass. In order to account for the systematic unceytdiom the soft gluon resum-
mation procedure, we derive the shape systematic uncgrtaynestimating the fractional
change of the Higggr distribution from RESBOSafter varying the scale up k&) and

down (Q5My).

e Signal cross section uncertainties: 6.96% and 12.24% éoglton fusion process from scale
and PDF uncertainties; 6.18% for associated production4a@ii% for the vector boson

fusion process [105].

e Efficiency scale factor: for Monte Carlo based signals andgaminds, there are systematic
uncertainties from the scale factors of the trigger efficierihe EM cluster pre-selection
efficiency, the photon ID efficiency and the track veto efficye Except for the Drell-Yan
background, the track veto scale factor uncertainty is dogtinto the photon ID scale
factor uncertainty. The track veto scale factor uncernjaiat a single electron is estimated
to be 9.0% (see Appendix A). The per event uncertainty isrdeted by simply multiplying
the per object uncertainty by2.

e The theoretical cross section uncertainty on the Drell-Xay* — eenormalization is 3%

[85].
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e &, andg;j: the uncertainties on photons and EM-like jets passingdg > 0.75 criterion
(¢y,€j) propagate into the uncertainty on tixgjet and dijet background normalizations. The
uncertainties org, and¢;j are 1.5% and 10% according to Ref [90]. See Appendix B for

more detail.

e The scale uncertainty of the the QGEH Monte Carlo: the MC prediction of the shape of
QCD yy kinematics relies on how the scale is chosen. We have [ { Ag,, — pY)
weights at the generator level froryTHIA to SHERPAIN nominal scale, scale up and scale
down, where the nominal scale choice is where the renoratadiz and factorization factor
are equal taVy,. For the scale up we double the renormalization and facttom factors.
For the scale down we halve the renormalization and factbdam factors. We weight the

SHERPAMC by 568U ghtain at-10 variation and byEcaledownig ghtain a—10 variation.

e nonyy(y+jet, jet+jet) shape systematics: the shape of systemadiertainties of the nogy
background is estimated by comparing the mass spectrumtfrerarthogonal sample with
the 4x 4 matrix method solution. The latter suffers a lot from lagg&tistical uncertainties.
So we use a first-order polynomial function to fit the ratiolué shapes and symmetrize the

fit function around the constant functign= 1.

The systematic uncertainties for the signal and each baakgrcomponent are summarized in

Table 5.5.
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source | signal [ Drell-Yan | y+jet [ jet+jet | QCD yy |

luminosity 6.1% 6.1% - - -
PDF forH — yyacceptance 1.7% -2.2% - - - -
H pr re-weighting shape - - - -
trigger 0.1% 0.1% - - -
pre-selection scale factor 0.5% 0.5% - - -
ID scale factor 2.7% 2.7% - - -
track veto scale factor - 9.0% - - -
cross section 4.91%-12.24% 3.9% - - -
&y - - 7.3% | 5.4% -
Ej - - 0.8%| 17% -

QCD yyMC scale - - - - shape
non-yyshape: - - 15% | 10% -

Table 5.5:Systematic uncertainties for different sources.
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Chapter 6

Result

By examining the final discriminant distributions for vau hypothetical Higgs boson masses,
we observed no obvious excess of signal-like events ab@/babkground prediction in the data
sample. Therefore upper limits on the product of the crostiaeand the branching ratia(x
Z(H — yy)) are derived as a function of the assumed Higgs boson maks#ss Chapter, we
first describe the statistical method for setting limitsg @inen present the results on the searches

for the SM Higgs boson and the fermiophobic Higgs boson.

6.1 Limit Calculation Method

The limits are calculated at the 95% confidence level withGhe modified frequentist approach
[106], implemented by the Confidence Level Limit Evaluatoo(LIE) [107]. We discuss the
calculation method and treatment of statistical and syatiemincertainties iitOLLIE below.

Generally speaking, limit calculation is about hypotheésiting. Two hypotheses are tested
here. One is the null hypothesl$, which represents a model where only backgrouByi$
present and there are no signal events from a Higgs bos@also called th&-only hypothesis.
The other is the test hypothests, which represents a model where both background and signal
(S+ B) exist; it can be called th8+ B hypothesis.

A test statistic should be constructed to discriminate alidike and background-like events,
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providing a test of the two hypotheses. A quantity called ltkelihood ratio Q satisfies this
requirement and is defined as in Equation 6.1. From its n&pnie,the ratio of the conditional
probabilities of data given the two hypotheses. It meastireextent to which the data is more

consistent with the null hypothesis or not, ande versa

~ p(dataH;)

Q= p(datalHo)

(6.1)

For High Energy physics experiments, the number of evente@number of events in a bin
of a histogram follows Poisson statistics. So the likelithoatio Q can be explicitly expressed in a

Poisson likelihood ratio as in Equation 6.2.

p(dataH;)
Qs b.d) = o Fataiio)
_ p(datdS+B)
~ p(dataB)
e (D) (s b)d /!

=T e bpd/di (6.2)

S
— efs 1 =~ d
(1+)
Nbins 3

= ﬂ e—$(1+a)di,

whereNpjins is the number of bins for the final discriminant distributsos;, bj, d; are the number

of events in the-th bin for signal, background and data.
For numerical reasons, it is better to transform the Poidd@tihood ratio to the negative

log-likelihood ratio, namely LLR, as shown in Equation 6.3.

LLR = —2In(Q(s,b,d))

Nbins S
= —2|n(i|1 e‘a(l+%)di) (6.3)
Nbins S

—2 ; (s —din(L+ ).

104



With the definition of LLR, we need to know the distributionSld.R for the S+ B andB-
only hypotheses. It is achieved by generation of pseuda-d&obnsider a particular bin in the
final discriminant histogram, the pseudo-data model assuima its number of data events is
stochastically sampled from a Poisson distribution. Theamef the Poisson distribution is the
sum of the physics processes under a certain hypothesisth&@-only hypothesis, the mean
is the number of events for background; for tBe- B hypothesis, the mean is the sum of num-
ber of events for signal and background. A sampling proceggeherate a pseudo-data event is
called apseudo- experiment Thus the LLR distributions for the two hypotheses are patad

by generating pseudo-experiments in a number of trialg) &gjuation 6.4.

Nbins

LLR distibuion=2 3 (s - din(1+ %)), (6.4)
=
whered; is a pseudo-data event sampled from the distribution ofd®ajs + b;) (Poissorib;))
for the S+ B (B-only) hypothesis. It must be mentioned that there is an mapb assumption in
Equation 6.4. Each bin of the pseudo-data is independerdatickre ard\,i,s of random variables
that each follows its own Poisson statistics with its own mea
By using the LLR test statistic, we can calculate a confidéene (CL) for signal exclusion.
The method used here is a modified frequentist appfoaChs. It requires calculation of two
guantities called C§, g and Clg. CLs, g (CLp) is the probability for thes+ B (B-only) hypothesis
to produce an outcome more background-like than that obdenvdata. So Cg, g is the p-value
and Clg is 1-p-value for their corresponding hypothesis. The calcufatsallustrated in Equation
6.5 and Figure 6.1. In Figure 6.1, the separation of the nmsdiar theS+ B andB-only hypotheses

indicates the sensitivity of the search.

~ Clsig  pvaluess

L= = ) 6.5
Cls CLg 1— p-valugs (6.5)

LA traditional frequentist approach uses £k, but is likely to produce false exclusion when data have amndo
ward fluctuation significantly below background predict[@07].
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Probability density

-2log(Q)
Figure 6.1:Example distributions of log-likelihood ratio (LLR) und&+ B andB-only hypotheses. The
LLR value from the observed data is shown as a vertical dashed line;adig the LLR distributions into
two areas for the two hypotheses each. The red shaded areasig @hd also thep-value of the test
hypothesis. The blue shaded area is IsQkpresenting the-value of the null hypothesis [108].

With the definition of Cls, we can exclude signal at a confidence level ef @ such that
CLs < a. The upper limits are usually expressed as ratios of thes@gestion upper limits to the
theoretical predictions. Such ratios are the multipliefrshe signal until the Ck is less than a
threshold, for example, 5%. Then we can say that the uppéslare set at 95% CL.

Until now, we have not included statistical and systematiceutainties in the limit calculation.
The limits at this stage are call&lLFastlimits in thecoLLIE framework.

Still consider a final discriminant histogram, the statigtiuncertainties are considered by an
uncorrelated Gaussian smearing for each bin content. TH&éhwif the Gaussian is the per-bin
content statistical uncertainty.

The treatment of systematic uncertainties is much more @oatpd and it involves a concept
callednuisance parametersA nuisance parameter is a parameter that is not specifiedftnd
immediate interest to the hypothesis test. For examplantegrated luminosity is a parameter of
no immediate interest in the context of setting upper liritscross sections. Systematic uncer-
tainties, accounting for our limited knowledge on nuisapaeameters, are modeled with a prior
probability distribution function (PDF) with the widths egified by thet-1 standard deviation. In

the pseudo-experiment, the nuisance parameter valuectsastiically sampled from the prior PDF.
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The PDF can be a Gaussian or log-normal distribution. Inghisly, we use Gaussian distribu-
tions as the prior PDFs. The correlations between systeraatiertainties are maintained during
sampling.

The incorporation of systematic uncertainties usuallyrddgs the sensitivity of a search. The
impact can be significantly reduced by making a modificatmtieé test statistic from the Poisson
log-likelihood ratio defined by Equation 6.3. The modificatrequires a minimization of a Poisson
X2 function to determine the best fit of background to daje is a function of the nuisance

parameters and their uncertainties (systematic uncégajnas shown in Equation 6.6.
Xx%(H) = —2InP(dataH, 6), (6.6)

where the hypothesid can beS+ B or B-only; and@ is a list of nuisance parameters.
The x? is minimized individually for theS+ B and theB-only hypothese’s So Equation 6.3 is

changed to the so called “profile likelihood ratio”.

profile LLR = —21In(Q)

2In p(datd S+ B,ﬁGSer)
p(dataB, 6y)

(6.7)

)7

whereéwO (6y) is the list of nuisance parameters from minimizatiorxétS+ B) (x%(B)).
This approach is calle@LFit2 in coLLIE and it is what we used for this study to set limits. A

more detailed discussion about this method and others céoubd in Ref. [107].

2The minimization can certainly be done for just tB@nly hypothesis to reduce computational load, namely the
CLFit method incoLLIE, but it does not yield the optimal sensitivity.
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Higgs mass (GeV) 100 | 105 | 110 | 115| 120| 125 | 130 | 135 | 140 | 145 | 150
Expected limit | 12.2|10.2| 93 | 9.1 | 89| 87 | 9.0 | 10.0| 11.2| 13.3| 16.8
Observed limit | 11.9| 16.6| 10.5| 83| 9.1 | 12.8| 12.3| 9.9 | 13.2| 19.2| 254

Table 6.1: Expected and observed limits on the ratio of Z(H — yy) to the SM prediction as a
function of Higgs mass using the BDT.

6.2 SM Higgs Boson Search Result

The upper limits on the cross section times branching ratie 3(H — yy)) relative to the SM
prediction are set at 95% CL using the CLFit2 method with.LIE version V00-04-12.

Our most stringest expected limits come from the joint uszdlbe BDT in the+30 GeV mass
window and the sidebands outside. The results of the limitklag-likelihood ratios are shown in
Figure 6.2 and Table 6.1. The best expected limit is 8.5 atG@8, where there is a slight excess
over 1o but less than @. We also calculated the limits based solely on diphotonriama mass
in Appendix C as a cross check. Apparently, the two methods gonsistent trends on the data
and the BDT method provides significantly more stringenitrthan the diphoton invariant mass
method.

To examine the fit process discussed in the Section 6.1, we #i® event rates after the
fit process (post-fit) for signal, background and data in &slfl.2-6.3 for the inclusive, photon-
enriched and jet-enriched channels respectively. Tobatiealize the post-fit results and examine
them for any potential excess, we also plot the data evetds sibtraction of background. An

example plot is shown in Figure 6.3 at 125 GeV.
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Figure 6.2:Results for the SM Higgs search from using the joint BDT and sidebancdedtd discrim-
inant. (a) Limits at 95% CL on the ratio af x #(H — yy) to the SM prediction as a function of Higgs
mass. The observed limit is shown as a solid black line while the expected limit tnedieackground-only
hypothesis is shown as a dashed red line. The green and yellow arezspond to 1 and 2 standard devia-
tions (s.d.) around the expected limit for the background-only hypoth@git.og-likelihood ratios (LLR)

as a function of Higgs mass.
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Figure 6.3:Data after subtraction of the post-fit background/at = 125 GeV in (a) the photon-enriched
sample and (b) the jet-enriched sample. The expected SM Higgs signahislimed to the correspond-

ing observed limit in Table 6.1. The bands represent the 1 s.d. uncertdiotieshe background-only
hypothesis fit.
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My (GeV) 105 115 125 135 145

yy (DDP) 2777+ 65 1928+ 44 1355+ 31 980+22 721+ 17
y+ jet 704+ 40 407+24 238+ 14  144+9 88+ 6
jet+ jet 183+ 16  93+9 54+ 6 34+ 4 19+ 2
Z/y*—ete” 2194+ 40 149+ 30 51+ 11 22+ 5 11+ 3
Total background 3883 61 2577+ 45 1698+ 30 1180+21 839+ 16
Data 3777 2475 1664 1147 813
H signal 36+04 35+04 3.0+04 22+03 1.4+0.2
H: signal 49.8+1.1 140+03 48+0.1 194+0.1 0.79+0.03

Table 6.2:Signal, backgrounds and data yields for ieton-enriched sample within theMy &30 GeV
mass window, foMy = 105 GeV toMy = 145 GeV in 10 GeV intervals. The background yields are from
a fit to the data. The uncertainties include both statistical and systematic ctintrfbadded in quadrature
and take into account correlations among processes. The uncertaitigy tral background is smaller than
the sum in quadrature of the uncertainties in the individual backgroumdas due to the anti-correlation
resulting from the fit.

My (GeV) 105 115 125 135 145
vy (DDP) 1969+ 47 1406+ 33 1012+ 24 734+ 17 545+t 13
y+ jet 1852+ 100 1101+60 653+36 391+22 251+ 15
jet+ jet 1188+ 94 647454 365+31 219419 135+ 12
Z)y" — ete 227+39 152428 61+11 30+ 7 20+ 5
Total background 5236 67 3307+ 45 2091t 29 1374+ 21 951+t 17
Data 5287 3384 2156 1422 989
H signal 2703 26103 22t03 1.7+02 1.1+£0.1
H; signal 34.8:0.8 9.8+0.3 3.4+0.1 1.34+0.04 0.56+0.02

Table 6.3:Signal, backgrounds and data yields for jleenriched sample within theMy +30 GeV mass
window, forMy = 105 GeV toMy = 145 GeV in 10 GeV intervals. The background yields are from a fit to
the data. The uncertainties include both statistical and systematic contribudibets ia quadrature and take
into account correlations among processes. The uncertainty on thedokgjround is smaller than the sum
in quadrature of the uncertainties in the individual background souleedo the anti-correlation resulting
from the fit.
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6.3 Fermiophobic Interpretation

As described in Section 1.4 of Chapter 1, the branching ratithé fermiophobic model can be
enhanced by an order of magnitude as can be seen in Table@Ms section, we directly interpret
the SM results in the context of the fermiophobic model. We the same 9.6 fi data samples

and analysis technique as the search for the SM Higgs bogoaptewe retrain the BDT using
fermiophobic signals. Figure 6.4 and Figure 6.5 show the fimal discriminants for an example

signal mass point (115 GeV) in linear and log scale respelgtiv

My, (GeV) 100 | 110 | 120 | 130 | 140 | 150

BRH — yy) 0.0015| 0.0019| 0.0022| 0.0022| 0.0019| 0.0014

BRHr — yy) 0.185 | 0.060 | 0.023 | 0.011 | 0.005 | 0.0030
BRH; — yy)/BRH — yy) | 123 | 32 10 5 3 2

Table 6.4:Branching ratio comparison for a SM Higgs bos@h) and a fermiophobic Higgs bosdhi+)
decaying into two photons.

We assume that in the fermiophobic model, the signal praolugirocesses for weak boson
associated production and vector boson fusion have the sapss section as in the Standard
Model. Therefore the limits are explicitly expressed asbhang ratios in Table 6.5. They are
compared with the existing LEP limits [30] and also the tledical prediction for signal in Figure
6.6. The search region for the fermiophobic Higgs bosonreldd¢o a mass of 150 GeV, and the
expected exclusion reaches 115 GeV, better than the cothBih&P experimentsMy, > 1097
GeV). From the intersection of the observed limit with thedretical prediction, we set a lower

limit on the fermiophobic Higgs mass My, > 114 GeV at 95% CL.

Higgs mass (GeV) 100 | 105| 110 | 115| 120| 125| 130 | 135| 140 | 145| 150
Expected limit (%)| 3.8 | 39| 39|38 |43|45|44|47|50|51]|54
Observed limit (%)| 5.8 | 47| 40| 46| 44| 55| 51| 70| 53|54 4.2

Table 6.5: Expected and observed upper limits at 95% CL onrdrgching ratio of a fermiophobic
Higgs boson decaying into two photo(ld; — yy) as a function of the mass using the BDT
method.
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Figure 6.4: Final discriminants for the fermiophobic sigagl25 GeV in linear scale.
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Figure 6.5: Final discriminants for the fermiophobic sigagl25 GeV in log scale.
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Figure 6.6:Results for the fermiophobic Higgs search. (a) Upper limits at 95% CL onatie of o x

% (H: — yy) to the fermiophobic Higgs model prediction as a function of Higgs mass. Téeredd limit
is shown as a solid black line while the expected limit under the backgroulgdagpothesis is shown as
a dashed red line. The green and yellow areas correspond to 1 anddarstaleviations (s.d.) around
the expected limits under the background-only hypothesis. (b) Upper limA5%t CL on the value of
%(Hs — yy). The theoretical prediction from the fermiophobic Higgs model is shown dseadashed
line.
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Chapter 7

Conclusion

In this study, we presented a search for the SM Higgs bosdmeiiphoton final state using the
complete data collected with the D@ detector at the Tevadtoimg the Runll period, April 2002-
September 2011. The data corresponds to an integrateddsityirof 9.6 fbo-1 of pp collisions at
v/S= 1.96 TeV. No significant excess of data above prediction isveskand so upper limits are
set on the ratio o0& x Z(H — yy) to the SM prediction at 95% CL, as shown in Figure 6.2. The
expected limit reaches its minimum of 8.5 at 125 GeV, représg the best sensitivity search in
theH — yychannel at the Tevatron.

Considering the SM-like Higgs boson observed at the LHC, thedlBi@ is consistent with both
the background-only and the S+B hypothesis at 125 GeV.

This search is also extended to the fermiophobic interpagtan which the gluon fusion signal
is absent. The same analysis technique as that in the SM Haggs search is applied. No excess
of data is observed and the upper limits are set on the bragchtio#(Hs — yy) and compared
to the theoretical predictions. The mass region below 113 Gexcluded at 95% CL.

In the SM case, this search is combined with other searche devatron includingd — bb,
H—-WW~",H—ZZandH — 177, to contribute to the overall Tevatron SM Higgs result. In
the fermiophobic case, this search is combined With- W™W ™ to provide the Tevatron’s answer

on the fermiophobic Higgs search.
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Appendix A

Drell-Yan Z/y* — eebackground

To validate theZ /y* background estimated from MC, especially the track-vetdesigators from

reference [62] we use the Runllbl dataset and MC tozggt yields in the following categories:
e both electrons are track-matched
e one electron is track-matched and the other electron i&-vetoed
¢ both electrons are track-vetoed

According to the photon ID algorithm [62], we define:
“track-matched’= track _match spatialchRprob > 0.0
“track-vetoed”= track_match spatialchRprob < 0.0 andemhitse_f_discriminan{) < 0.9(hits

on the road)

The two-track-matched/y* distribution is shown in Figure A.1. The one-track-matctoze-
track-vetoedZ/y* distribution is shown in Figure A.2. The two-track-vetagdy* distribution is
shown in Figure A.3.

In the two-track-vetoed case, tl¢ y* contribution is already very small.
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Figure A.1:TheZ/y* invariant mass distribution by requiring that both electrons have tracks.
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Figure A.2:TheZ/y* invariant mass distribution by requiring that one electron has a track aneleatron
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Figure A.3:TheZ/y* invariant mass distribution by requiring that both electrons have no track.
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Appendix B

SM systematic uncertainties:g, and g;

For the 4x4 matrix method, the efficiency matrix needs theiefficies for photons and EM-like
jets passing th®yn > 0.75 cut: g, andegj. They are estimated from Monte Carlo so that the statis-
tical uncertainties+{ 0.4%) are negligible compared to their systematic uncetiesr{t. 5%, 10%).
Varying &, and gj about their systematic uncertainties affects the norraaéin of they+jet and

jet+jet contributions, thus further affecting the normaalion and shape of the sum pfjet and

jet+jet components (also called now).

We varye, andgj individually and compare thgtjet and jet+jet yields to the original solution

from the 4x4 matrix method as shown in Table B.1.

| Variation scenarios dN;jj /Njj | 0Ngj/Ny; |

g,+15% ,¢; 5.4% 6.5%
g,—15% ¢ —52% | —7.3%
g, & +100% 17% | —0.3%
g,,6—100% | —136% | —0.8%

Table B.1: Yields change in % from the 4x4 matrix method inrfecenarios of varying, ande;
about their uncertaintied\j; andNg; are the yields of jet+jet angtjet respectively.
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Appendix C

Diphoton Invariant Mass Method

Using only the diphoton invariant mass as the final discraninwe have the results of the log-
likelihood ratio and limits shown in Table C.1 and Figure C.heThape of the median expected
limits (dashed red line in Figure C.1 (b)) has a minimum, r&aglits lowest value around 125
GeV. This shape is consistent with the expeated % reaching its maximum at 125 GeV. The
best sensitivity given by this mass method is 12.4. Almdsifadhe observed limits are consistent
with the limits from the background-only hypothesis witHia, except for a deficit at 115 GeV

and an excess at 125 GeV but withia.2

Higgs mass (GeV) 100 | 105 | 110 | 115 | 120 | 125 | 130 | 135 | 140 | 145 | 150
Expected limit | 16.3| 14.7| 13.6| 13.7| 12.9| 12.4| 13.0| 13.9| 15.5| 18.5| 23.7
Observed limit | 17.1| 18.5| 14.0| 7.7 | 9.1 | 17.5|18.7| 13.2| 16.6| 24.8| 26.8

Table C.1: Expected and observed limits on the ratio of Z(H — yy) to the SM prediction as a
function of Higgs mass using the BDT.
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Figure C.1:Results for the SM Higgs boson search from using the diphoton invariasg amthe final
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